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FOREWORD

This volume contains the proceedings of the Twelfth Annual Conference
on Manual Control held at the Coordinated Science Laboratory of the Univer-
sity of Illinois at Urbana-Champaign from May 25 to 27, 1976. This report
contains complete manuscripts of most of the papers presented at the meeting.

This was the twelfth in a series of conferences dating back to
December 1964. These earlier meetings and their proceedings are listed
below:

First Annual NASA-University Conference on Manual Control, The
University of Michigan, December 1964. (Proceedings not printed.)

Second Annual NASA-University Conference on Manual Control, MIT,
February 28 to March 2, 1966, NASA SP-128.

Third Annual NASA-University Conference on Manual Control, University
of Southern California, March 1-3, 1967, NASA SP-144,

Fourth Annual NASA-University Conference on Manual Control, The
University of Michigan, March 21-23, 1968, NASA SP-192.

Fifth Annual NASA-University Conference on Manual Control, MIT,
March 27-29, 1969, NASA SP-215.

Sixth Annual Conference on Manual Control, Wright-Patterson AFB,
April 7-9, 1970.

Seventh Annual Conference on Manual Control, University of Southern
California, June 2-4, 1971, NASA SP-281.

Eighth Annual Conference on Manual Control, University of Michigan,
Ann Arbor, Michigan, May 17-19, 1972.

Ninth Annual Conference on Manual Control, Massachusetts Institute of
Technology, May 23-25, 1973.

Tenth Annual Conference on Manual Control, Wright-Patterson AFB,
April 9-11, 1974,

Eleventh Annual Conference on Manual Control, NASA-Ames Research
Center, May 21-23, 1975, NASA, T™ X-62,464,
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REVIEW OF THE SYMPOSIUM ON MONITORING BEHAVIOR AND SUPERVISORY CONTROL
(BERCHTESGADEN, F.R. GERMANY,MARCH 8-12, 1976)*
by Thomas B. Sheridan

Massachusetts Institute of Technology
Cambridge, Ma. 02139

SUMMARY

The motivation for this meeting was the fact that the role of the
human operator in manned systems is changing from tha- of a continuous in-
the-loop controller to that of a monitor and supervisor. The rapid develop-
ment of the computer is the primary force which is causing this change,
especially the fact of marked decrease in cost and size, along with associ-
ated new and more sophisticated developments in software and display tech-
nology.

To deal with these issues, over 100 participants from fifteen countries
assembled during 8-12 March, 1976, at Berchtesgaden, F.R. Germany, in the
Bavarian Alps. Thirty-five papers were presented in three categories:
vehicle control (aircraft, automobiles and urban mass transit, ships); process
control (industrial manufacture, nuclear reactors); and general models of
monitoring and supervisory control.

Intensive workshop discussions involving all the participants were held
throughout the symposium to define better the human operator's role changes,
the concommitant changes that are necessary (new priorities) in research,
the associated problems in implementation, and required new interdisciplinary
and insiitutional arrangements.

INTRODJCTION:
THE NATURE OF SUPERVISORY CONTROL

Figure 1 characterizes the trend in controlling complex systems, Figure
la represents control of a modern aircraft, where at the lowest level of
control and on a short time scale, thrust, pitch, roll and yaw are stabilized
relative to gust disturbances and reference commands coming from guidance
logic. At s next level, the vehicle's course is controlled relative to
prevailing winds and reference commands from the navigation logic. Finally,
the navigation process can be automated, in part, by ground-based as well as
on-board computers. At each level in the multi-loop control heirarchy the

¥ Dr. Gunnar Johannsen of Forschungsinstitut fir Anthropotechnik, Meckenheim,
Germany, was Co-director along with the author. The meeting was sponsored by
the Special Programmes Panel on Human Factors, Scientific Affairs Div., NATO, and
by the Foderal Republic of Germany The papers and workshop reports will soon
be available from Plenum Press in a book entitled Monitoring Behavior and

Supervisory Control.
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human operator can make inputs. At the lowest level he can provide continu-
ous stick-pedal commands to the inner loop (and does, of course, during
critical take-off and landing maneuvers). At the middle level he can provide
intermittent course changes by resetting course relative to a computer-
navigation base. At the highest level he can modify the flight plan or mis-
sion in major ways, in conjunction with persons on the ground and/or other
aircraft. At each higher level the nature of his control is different,
responses becoming more inteimittent (longer time between responses)

and involving more monitoring and nmore interaction with computers and with
other persons.

Actually it was probably in spacecraft where the multi-level control
first was implemented to any degree of sophistication and wherc one might
say we first saw "supervisory control'". It is rather arbitrary to set the
number of levels in the control heirarchy at three (except that the con-
junction of the three words ''mavigation', 'guidance' and ''stabilization'' has
come into common use in the aerospace industry). In the Apollo spacrcraft
one can list many more levels of control for some functions, especially
if one cunsiders nested control loops in computer software, layers of backup
or abort modes, etc.

Turning to a different kind of system, the chemical plant, one finds
a similar heirarchy or nesting of control loops, with successively longer
time constants, successively less c.ontinuous real-time automatic contrecl, and
successively more human interactica with higher level control. Figure 1b
suggests three levels of control associated with: '"valve control"” to regu-
late instant-by-instant temperature and pressure; '"mixing logic'' to effect
longer term mixing procedures; and 'pl: it management'" to control the major
steps of producing the given product.

A third example (Figure lc) is found with the industrial robot, as used
for manipulating and assembling discrete parts on the production line. At the
lowest level conventional servomechanisms control instantaneous forces and
positions of the actuators for each degree of freedom. At a middle level
a computer decides what sequences of positions and forces for the component
degrees of freedom to command in order to achieve certain elementary manipu-
lations (''therbligs')which are programmed from above, like: reach, grasp,
insert, release, etc. The highest level the control system coordinates is
the robot's accomplishment of various tasks in conjunction with the production
line, special parts feeders, other robots or human workers, etc. Again, most
of the human effort is in monitoring and supervising at the highest control
level,though in case of emergencies or for maintenance or repair the human
operator may intervene into automatic loops and apply direct control ¢
lower levels.

Figure 2 illustrates supervisory control from the viewpoint of the
human operator. He observes displays which may present pictorial, graphic,
or alphanumeric information. In the near future he may also listen to
computer-generated speech information. He operates hand controls which may
be of the symbolic type (keyboard) or analogic type (joystick, light pen).

In the near future he may speak in specialized code and be recognized by com-
puter,

The characterization in Figure 2 shows a "local" control loop in which
the human operator can test his plans and programs before committing them
to action. This is analogous to the way the chief executive uses planning

i £Bonth . b
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staff in the managerial heirarchy of any large organization. After both plans
and communications (teaching or programming in this case) have been worked
out, the chief executive orders his line organization into action (via the
supervisory link in Figure 2). He then monitors what happens as his sub-

ord 1ates (in this case the 'remote'" control loop, with its own sensors,
d>!:gated decision-making powers, and capability to effect its own actions )
t k2 over, reassuming control in emergency or when his instructions have

be n executed.

EMPHASES AND POINTS OF CONSENSUS

The following, in the opinion of the author, constitute the major high-
lig ts, emphases of the papers presented at the Symposium, and points of
cor. .ensus which emerged from the workshops. The reader is referred to the
ful, papers and workshop reports, forthcoming from Plenum Press.

Multiplicity of Interfaces

Understanding monitoring behavior and supervisory control requires
observation and analysis at a multiplicity of system interfaces. Figure 3
(after E. Edwards of the University of Loughborough, England) is a con-
renient way of portraying these interfaces: the conventional man-machine
interface between a human operator ('liveware") and the hardware; a linguistic
interface between him and the software; a physiological interface between
him and the enviromment; and a social interface between him and other persons
in the system. Edwards called this the ''SHELL' model for obvious reasons.

Use of Simulators

The papers and workshops affirmed the increasing use of simulators in
complex man and computer-controlled systems. A first reason is that, because
of the rich electronic intercommunication of component subsystems in simu-
lators and the availability of computers intrinsic to the system, it is
relatively easy to do measurements, data storage, data correlation, and even
on-line modeling of human behavior. A second reason for simulation is that
it is the best v~ (perhaps the only viable way) to provide human operators
exposure to low probability events - which is one of the major reasons that
human operntc:s are included in such systems.

Workload

There was a great deal of discussion about human operator workload. Four
alternztive definitions of workload were evident. A first definition is in
terms of what the task demands are for "satisfactory performance" (required
reduction ir uncertainty, positioning speed or accuracy, forces required,
etc.). A second is in terms of the level of effort or difficulty as
perceivad (subjectively) by the operator. A third is in terms of what the
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operator actually accomplishes, or some objective measure of his decision
success, speed, accuracy, or force. A fourth is in terms of risk or actual
detriment to his health or future capabilities. The common technique of
defining workload as the negative of 'spare capacity'" (objective performance
on a "side task') would fit the third category. The greatest problems in
workload analysis seemed to be in finding operational definitions which are
common across a variety of tasks.

Internal Models of External Systems

Keen interest in '"internal modeling" was evident. The internal model
is as old as the ancients: the notion is that somehow the brain has an
internal representation of structures in the external world - of which it
can ask''what would happen if ... " and get reasonable answers. In more
recent years, ''plant-model"” controllers and Kalman filters have become useful
tools in control, and human operator modelers have hypothesized that people
make use of such internal models too - at least that is a convenient normative
base from which to model. For example, the well-known '"Kleinman-Baron-lLevison
optimal control model" of the human operator includes a Kalman predictor
as an internal model, and so do recent failure-detection models of Curry and
Gai.,

When considering man-computer cooperation in supervisory control systems,
the problem arises whether the human operator needs an internal model not
only of the process or vehicle to be controlled but also of the decision-
making processes which involve the computer serving as a lower-level con-
troller. Such a consideration elicited further concern by some Symposium
participants that the computer needs not only an internal model of the
process to do its control job, but must also have some model of what the
human is likely or able to do in order that it can decide when to relinquish
control to the human or take back control. More is said of this man-computer
responsibility problem later.

Representation of Goals and Performance Criteria

Closely associated with the "internal models' discussions were those
of performance criteria, objective functions, cost functions, payoff functions,
tradeoff functions (and other terms, all of which mean the specification of
what is good and what is bad for a particular system).

It is not easy for the experimenter to communicate to an experimental
subject a precise performance criterion or objective function, nor can a
human operator in an actual system explain precisely what function of
relevant variables he is seeking to maximize. Attempts to communicate such
functional relationships in mathematical form almost always fail because
most people simply don't understand their own behavior in such terms. Thus
the experimenter or the analyst of actual system behavior must infer the
performance criterion actually being used - either from observation of actual
system behavior or from a battery of subjective judgments which the subject
says he would make if confronted with given particular situations.

If inference of performance criterion is made from subjective judgments,
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there are several techniques which are under active development. One of these
is "multidimensional scaling'" - a technique developed at Bell Telephone
Laboratories and based upon subjective judgment of dissimilarity between multi-
dimensional stimuli. By least-squares regression it yields ''principal axes"

of difference between stimuli. A second technique is '"multi-attribute utility",
developed by Raiffa, Keeney and others, and based on indifference judgments

of utility (or worth) with respect to 1l tteries. It yiells multi-dimensional
cardinal scales of utility. A third technique called '"interpretive structural
modeling' was developed by Warfield and his colleagues at Battelle Institute,
and is appropriate where transitive orderings can be made among stimuli. A
fourth technique called ''policy capturing' makes use of direct worth asses-
sment . And so on. All of these techniques have interactive computer pro-
cedures to accompany them.

Tradeoffs in System Strategy

The Symposium also dealt with what might be called 'system strategy
tradeoffs" - questions of management philosophy regarding overall strategy
for making the system work best.

Perhaps two such tradeoffs are most important. The first is the question
of relative power of the human operator vs. the computer over one another.

Who monitors whom? Should the human operator always have the upper hand, the
final word? Or should system designers endow the computer with the capability
to overrule erratic and detrimental decisions of the operator? To what

extent should man and computer be working in parallel, independently and in
relative ignorance of what the other is intending? Or is it preferable that
man and computer cooperate in close harmony, each being continually updated

on what the other is doing and intending? These questions were in no way
resolved. But the need for further research was evident.

A second '"'strategy tradeoff" is between acquiring enough data to be
confident of action vs. acting with anticipation. This is a somewhat older
problem of cybernetics, and does have a quantitative solution provided the
event states are well defined, and all the appropriate prior and contingent
probabilities of these events are known, as well as the costs/benefits of
possible outcomes.

Tradeoffs in Modeling

Questions of modeling philosophy were of particular interest because, as
systems become more complex and the role of the human operator becomes more
"supervisory'" and thus less amenable to definition, modeling becomes more
difficult.

These questions might, again, be posed in terms of trading relations:

a) Mathematical models of man-machine systems are complex and incompre-
hensibie to many people to begin with, and lately are becoming more so. Yet
the more traditional verbal model of classical Lshavioral and social science
is often ambiguous and not seen as particularly useful in doing an engineering
job. Is there a practical compromise between mathematical complexity and
verbal ambiguity?

b) Controlled experiments require a constraint and distortion of reality,

12

:
;
§
i




YA

————
P —

and the experimental subject knows this. Thus validity of his behavior is
questioned. Reality, on the other hand, is chaotic. How to trade between
the unreality of experimental control and the chaos of reality?

c) A common criticism of man-machine systems and technological '"progress"
generally is that the people involved are more and more forced to behave like
(and be modeled 1ike) machines. Should that trend continue? Or should there
be a counter-trend to enable human operators to behave and be modeled as
fully free, creative, social, emotional people?

d) As engineering areas have matured there have been efforts to stan-
dardize certain models, definitions, measures, etc. across thz2 professional
cononunity. Should no standardization be introduced in this field, is it
impossible or premature, or should some standardization efforts be pursued?

e) Man-machine modelers have been criticized as being "mechanistic",
"logical-positivist", 'behaviorist", and therefore presumably out of date,
especially as we move toward supervisory control. The opposite might be a
"gestalt', "holistic" approach. E.R.F.W. Crossman has used the term
"polyvalent craftsman" to characterize the human supervisor. Can modeling in
such terms be useful, and what compromises are appropriate?

Ethical Implications

There is much talk these days of making individuals, companies, and
nations more 'productive'. Mostly, it seems, "productivity" is considered
in functional terms - speed, reliability, etc. At the Symposium there was
great concern, especially among the Scandanavian delegates, about productivity
in human terms - job satisfaction- and whether work is meaningful.

What changes is the computer making with respect to job satisfaction,
not only as regards employment statistics and training requirements? We are
warned that the computer and associated automation may be making the human
worker spatially more remote from actually handling the product, and tempor-
ally less synchronized with the rhythms of traditional work. The worker may
perceive that he has less and less direct effect on the product, is more and
more specialized, and has less and less understanding of the production
process generaily,

The rumblings in this problem area seemed a bit more significant than I
remember them to have been in previous meetings.

13
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HUMAN CONTRCL AND MONITORING-MODELS AND EXPERIMENTS
By P.H. Wewerinke

National Aerospace Laboratory (NLR)

SUMMARY

This paper deals with the results of a theoretical and experimental
Program concerning humen monitoring behavior. Apart from monitoring an autc-
matic approach, combined monitoring and manual flight director control was
studied t¢ letermine the zn.e-ference between subtasks. Also simultaneously
monitoring 2rd auditory tracking was included.

The results demonstrete that the multivariable monitor model adequately
describes human behavior in the aforementioned tasks. Furthermore, a multivari-
able workload model is developed. Computed workload is shown to agree
excellently with subjective ratings.

INTRODUCTION

With increasing complexity and automation >f aerospace vehicles the
human operator's role shifts from controller to supervisor. This necessitates
the proper tools for describing these manned vehicle systems. Apart from con-
trolling the system (to which situation considerable modeling effort has been
devoted), the pilot often has to fulfil other crucial functions, such as
monitoring the automatic system, making decisions, detecting system failures,
etc. The insight in this higher mental functioning is still rather incomplete
although several attempts have been made to investigate and model signal- and
failure detection behavior,

The object of this study was to describe human monitoring behavior and
to determine how it is affected by performing other tasks (interference). For
this, a model for monitoring multivariable systems has been developed which
can be considered as an extension of the research of Levison et al (Ref. k).
Essentially, it is a cascade combination of the subjective expected utility
model (Refs. 2 and 3) and the state estimation submodel of the optimal control
model.,

The model has been tested against experimental results of a fixed base

simulator program, dealing with monitoring the automatic approach of a DC-8.
Also combined monitoring and manual flight director control (using the optimal
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control model) was investigated to determine the interference between several
subtasks using the task interference model given in reference 5. For the same
reason, the monitor tasks were combined with an auditory tracking task.

In section 2 the human operator models involved will be briefly reviewed.
Section 3 contains a discussion of the experimental program and a comparison
of the predicted and measured results. In section L pilot workload is analyzed
and a multivariable workload model is developed in accordance with the task
interference model " fractional workload model suggested in reference 5.

HUMAN OPERATOR MODELS

This section summarizes the mathematical models which are used to pre-
dict and analyze the results of the experimental program discussed in the
next section. The models deal with human control-, monitor- and decision
mak ag behavior as well as their mutual interference.

Human control behavior is described by the optimal control model (OCM)
developed hy Kleinman and Baron (Ref. 1). This model consists of a perceptual
model indicating how the "displayed" variables are related to the "perceived"
variables, and a response model. The latter model describes how the internal
representation of the task environment results ir the actual control input.s).

KHuman decision meking behavior ir described by the perceptual model,
however now in a cascade combination with the subjective expected utility
model (Refs. 2-4). This model, reflecting how "perceived" information results
in an optimal (binary) decision strategy, will be briefly discussed in the
next chapter.

Interference between several tasks is accounted for by the task inter-
ference model developed and partly validated by Levison et al (Refs. 4 and 5).
This model plays a major role in the present study not only to predict the
interference between the pertinent control- and decision making tasks but
also to formulate the fractional and total workload involved in performing the
tasks. For this reason the task interference model is briefly discussed in
chapter 2.2.

Human operator workload is expressed in terms of the fractional attention
corresponding with each subtask (Ref. 5). One objective of the present study
was to extend and validate this model in order to predict human operator work-
load corresponding with multivariable control- and decision making tasks.
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Decision making model
Perceptual model

Decision making is assumed to be based on the internal representation
of the state of the world, X. This internal model of the system state, x, is
based on the "perceived" variables, yp according to

yp(t) = y(t-71) + vy(t— 7) (1)

where y represents the "displesyed" variables, 7 is a lumped "equivalent"
perceptual time delay, and vy is a vector of independent, white, Gaussian

observation noises. The autocovariance of each noise component appears to
vary proportionally with mean-squared signal level and may be represented as

V. (t) =P Ely?(t)l (2)
. Y i
i i
where Py is the "noise/signal"” ratio corresponding with the fractional
atten%iofi paid to variable ¥ (see chapter 2.2).

Denoting the covariance of the difference between the instantaneous
value of the state vector and the estimate of it (e (t) = x (t) - % (t)) vy

¥, the pair (X, ) constitutes a sufficient ste istic to test hypothese -
about x, based on the data yp.

Subjective expected utility model
It is assumed that the human's decision strategy is reflected by the
following stages (Refs. 2-L),

. formulate (N) possible hypotheses, Hj

assess probabilities of all hypotheses based on the available
information Vg P(Hj/yp)

. determine (M) possible decisions, Di

. assign the utilities to each hypothesis/decision combination Uij

. determine the maximum utility-decision p* according to D, = p*
for E= Emax' vhere
N ( ;
E {U/D, = U.. P(H. 3 ¢
{u/, | j§1 1j P /y) )
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Many decision making situations involve binary decisions (the choice
between two hypotheses, e.g., the prouvability of a successtul landing is large
enncugh or not). Both the following analysis and experimental program deal with
this class of decision tasks.

Now, let the mutually exclusive hypotheses H_ and H1 correspsnd to the

0
events that x ¢« R and x ¢ R, respectively, where R is defined as sone region
(or window) in the state space. Using eq. (3) the human's decision is there-
fore given by

Py UggUyy Uy
D= D1 1f P(H / ) > U U = ﬁ—
o'Yp 117701 1

(L)

D= DO otherwise

In the following the target region R is given by a multidimensional
"window"; then for H. can be written

0
Hy * XTLi < X < xTUi for all i, i=1,....n (5)
where Xy, and Xy represent the lower and upper target boundary, respecti-
vely. Computation of eq. (4) requires the posterior probability of hypothesis
HO
*1u, T
= ( \‘ LN B 3
P (Ho/yp) I if p.x/yp, dx,...dx (6)
1L, TL
n

where p(x/yp) is (assumed to be) Gaussien with mean X (maximum likelihood

estimate) and covariance Y . For the computation of various measures of
decision performance it is convenient to define the human's decision =pace
DS using eq. (4)

P(H,/y_) .,EQ 1)
P Holyp U1
or
Y
P(Ho/yp) = EB:GT (8)

Combining eqs. (6) and (8) yields
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where p(d,)) represents the normal probability density function with mean &
(represer‘ing the elements of DS) and covariance L . Now the probability thet
decision DO 1s made can be computed according to

P(DO) =P (% ¢ DS) (1)

The probability of wrongly deciding D. is given by

0
P(H1,DO) =P (x ¢ R, X¢DS) (11)

Alternatively, the probability of wrongly deciding D, can . computed
according to

P(H ,D.) = P (x« R, % ¢ DS) f12)

0’

Foregoing theoretical decision making measures will be compared with the
corresponding measures obtained in the experimental program discussed in
section 3.

Task interference model

Task interference is modeled in terms of tae following relationship
between fraction of attention, f., paid to subtask (indicator) i, and the
correspending human's internal ndise/signel ratio, P,

P. =P /f. (13)
i 0.'71
i
where P is the ratio corresponding to single-task performance ("full

attentiod"). Furthermore, it is assumed that the amount of information-pro-
cessing capacity is determined by the demand of the subtasks and not by the
amount of subtasks to perform. In formula

M
2 f.o=1 (14)

is| i

This model developed Ly Levison et al, has been partly validated for some
multivariable control situations (Ref. 5) and dual decision meking tasks
(Ref. L). In the present study the model will be tested in multivariable
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hypotheses-situations, and in combined control and decision making tasks
(both interacting and non-interacting).

In reference 5 the concept of fractional atteantion, is related to
fractional workload. Based on this suggestion a multivariable workload model
{both for contrel and decision making situations) will be presented and
compared with experimental data (subjective ratings). The model will be
discussed in section L, because it has not been used to predict the expe-

rimental results.

EXPERIMENTS

Experimental set-up

In order to investigate monitoring behavior for v-orious task situations,
the following single-task configurations were examined in the experimental
program (figure 1)

. monitoring the fast/slow- and the glideslope indicator during
an automatic approach of a DC-8 (indicated by M2).

. monitoring the fast/slow-, the glideslope- and the localizer
indicator (M3).

. manrual (flight director) approach (only longitudinally) of a DC-8
(c).

. auditory presented unstable first order tracking task with a time
constant of 1 sec (A).

Also combinations of these tasks were included to validate the afore-
mentioned task interference model for both control and monitoring tasks.
Combining the longitudinal control task and the two monitoring tasks results
in "two" interacting tasks, or put another way, the prior probabilities of
the monitor tasks depend on the human control behavior. The combinations of
the monitor tasks and the auditory tracking task were included to study the
interference between the monitor tasks and non-interacting (side-) tasks
(e.g., radio-communication, procedural tasks, etc). So, the resulting
combined task configurations are M2C, M3C, M2A and M3A.

Single-task configurations

Referring to figure 1, the decision making tasks were intended to repre-
sent the pilot's task of deciding whether or not he is within the "landing
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window". Each indicator was displayed along with two reference indicators
showing the "target" or region of acceptable deviations. The subject depressed
a response button whenever he decided hypothesis H1 to be true (one or more
indicators outside their region of acceptance).

The longitudinal control task was a manual approach tracking task
(without the time varying aspect involved in an actual approach and landing
task) using a flight director (FD in figure 1). The flight director design,
autopilot characteristics and turbulence levels are derived from reference 6.

The first order instability task was presented auditory. The display
characteristics were such that the perceived tone (pitch) was linearly related
to the system output (Ref. T). No external driving noise was included, so the
subject's task was to minimize his remnant by manipulating an isometric side-
arm controller.

Measures, subjects and procedure.

For the decision making tasks the measures discussed in section 2 were
taken. Tracking performance was measured in terms of the relevant variance-
scores (ILS-deviations, flight director deviations, speed deviations, stick
activity, and audio display-deviation). Furthermore, pilot workload was
measured in terms of subjective ratings on the scales precented in table 1.
In case of the dual task configurations, an overall impression of the total
task difficulty was given.

Four general aviation pilots participated in the experiment. The subjects
were provided with about fifty training trials totally (six on each of the
eight configurations) corresponding with a relatively stable level of per-
formance. In the formal experiment each configuration was presented four
times per subject. The duration of the trials was five minutes and the order
of presentation of the trials per subject was random.

In the combined control- and decision making task the subjects were instruc-
ted to perform the control task as well as possible and to spend their
"reserve capacity' on the decision making task.

Theoretical and experimental results

Sipce space does not permit an extensive presentation of the experimental
results", only the principal results will be discussed corresponding with the
model predictions.

* These will be contained in a later report.
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Single-indicator tasks

In order to obtain noise/signal ratios corresponding to mcnitor single-
display indicators ("full attention") a base-line experiment was conducted
to "calibrate" the displays. Three subjects performed each of the three single-
indicator dccision meking taskes twe times. The measured decision making scores
are shown in table 2. Two model parameters were varied to match the corres-
ponding scores: the observation noise level associated with the displayed
variable and the utility ratio U,/U.. The perceptual time delay, 71, was kept
constant (0.20 sec). The resulting model scores are also given in table 2,
Although the subjects were instructed to weigh "miss"-errors and "false alarm'-
errors equally and to minimize the total decision error, Pe’ they were

apparently somewhat reluctantly in deciding "in" (U1/U =1.75).

Based on this result U,/U =1.5 was useg for the subseqient model predictions.
The resulting observation noise levels™ reflect display phenomena and/or
"indifference" thresholds. These values were assumed to be the ratios
corresponding to "full attention" (PO ).

Using eq. (13) the actual noise/éignal ratio could be determined given
the fraction of atlueniidn, fi’ paid to indicator i for the multivariable

decision making (and control) tasks.
Multivariable decision tasks

Decision scores were predicted for the M2- and M3-tasks assuming an
equal division of attention among the display indicators. A comparison of
measured and predicted scores (Table 3) reveals an excellent agreement between
all corresponding scores. The effect of the ratio U1/UO on the decision making

scores is shown in figure 2. As expected the probability of deciding "in" as
well as the joint probabilities are relativcly sensitive to this ratio;
however, the total d;gision error, P , increases only slightly when U,/U

. e 170
varies from 1 to 1.57 .

Decision making and non-interacting control

Next the combined auditory tracking and decision making tasks are
considered. The following procedure was used.

Observation noise levels corresponding with indicator position are modi-
fied because of the non-zero references (Ref. k).

*x The assumed value of 1.5 turned out to be rather close to the actually
"measured" ratio. Pilot's comments clarified why this ratio was larger
than one: after being out the "window" they wanted to be "sure" before
deciding "in" again.
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The noise levels of the single audio task were determined by match.ng the
model scores to the measured ones using figure 3; these values corrcspond to
"full attention". The same was done for the audio tasks when performed in
combination with the decision tasks. The corresponding fractions of attention
(f,) were used to predict the attention paid to the decision tasks (1-f, ).
The resulting decision scores are given in table 3., Comparing these scores
with lhe measured errors shows that the medel predicts a larger interference
than actually measured (about ten percent too large for both M2(A) and M3(A)).
Matching the measured decision scores using figures 4 and 5 containing the
theoretical curves of decision error versus fraction or attention results in
an ectual fraction of attention paid to M2(A) of 0.7 and to M3(A) of 0.73.

The explanation for the smaller interference is, of course, the fact
that the decision task involves visual information and ithat the control task
is presented auditory. So, we see that the interference between visual and
aural information is less than between two visual tasks. It is particularly
interesting to note that the amount of interference for the combined M2(A)
task is just the same as for the M3(A) task: the total amount of information
processing capacity is for both configurations 1.2, Based on these results
it is concluded that the task interference model has to be adjusted for
multi-modality tasks. For combined visual and auditory tasks the total
amount of information processing capacity is tentatively hypothesized to be
1.2 (instead of 1 (2) for full (no) interference).

Decision making and interacting control

The third set of configurations was included to determine the extent to
which the task interference model would hold for simultaneous control and
decision making when control behavior affects the (a priori) decision making
statistics. For this reason the aforementioned split-axis manual approach and
mcnitor task was investigated. The basic assumption in modeling this
situation was that control behavior was based on the perception of the flight
director and decision making on the basis of the perceived monitor indicators
(u, 4 and y). In other wrrds, it was assumed that two separate internal
models were used.

The same procedure was followed as before. The single control task (C)
was modeled by matching the model scores to the measured ones. The r:sulting
correspondance (shown in table 4) is obtained for a noise ratio of -18.7 dB.
By varying only the observation noise ratio the control tasks when performed
in combination with the decision tasks (C(M2) and C(M3)) were matched. The
result is also contained in table 4. The corresponding fractions of attention
(f.), shown in figure 6, were used to predict the attention paid to the
de¢ision tasks (1-f ). The resulting decision scores are given in table 3.
Comparing these with the measured errors shows an excellent agreement for
the M3(C) task, however, the predicted errors for the M2(C) task are consi-
derably larger (20 %) than the measured errors. For this reason the measured
decision scores were matched using figure 7. The resulting scores (given in
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table 3) correspond with a fraction of attention which is about 0.1 smaller
than the predicted fraction (based on the interference model).

It is concluded from the foregoing results that the total information
prccessing capacity is relatively constant (1.0 for the M3(C) task and 0.9
for the M2(C) task). However, an interesting refinement to the model will be
discussed in the next section incorporating the aspect of pilot workload.

PILOT WORKLOAD

In accordance with the task interference model arnd the frastional wor' -
load model. suggested in reference 5, a multi-task workload model is proposed
in th.s cection and compared with measured workload (subjecti.c ratings).

Assuming the workload corresponding with performing a single task (indi-
cator), W _, the fractional workload when performing this task in combination
with other tasks is

W, =W F(f,) (15)
where F(fi) represents the functional relationship between the fraction of
attention dedicated to the subtask i and the corresponding fractional work-
load. The total workload involved in performing M tasks is given by

M

W= 3OV, (16)
i=1

implicitly assuming that the function F is such that Wi is expressed in units
along an interval scale.

Subjective ratings were used which were obtained on the adjectival
"demand-scale" shown in table 1 (Ref. 8). This scale is assumed to be an
interval scale. Assuming a logarithmic relationship between fi and Wi results

in F(fi) = Log cfi vhere ¢ is an empirical constant corresponding to the

zero of the interval scale. A value of ¢ = 10.5 results in computed totel
vorkload values surprisingly close to th; meesured workload ratings. This is
shown in vable 5 and plotted in figure 8.

Returning to configuration M2(C) one can see that the computed workload
based on the predicted fraction of attencion on the monitor task is larger
than the measured workload. This is in accordance with the predicted perfor-
mance which was superior to the measured decision error. Using the "matched"

* During the single-indicator experiment no workload data were obtained.
Therefore, Wo » etc, were zasumed to be equal and estimated by matching

the M2 config&ration. The result was & rating of 3.1.
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fraction of attention results in a predicted workload very close to the value
actually measured (see table 5 and figure 8). So, the only question is why
the predicted performence-workload trade-off differs from the measured one.

In figure 9 the theoretical curves of decision error versus fraction of
attention are shown for both M2(C) and M3(C). For the matched M2(C) task the
performance versus workload trade-off, AP /aW = .12, This is close to the
value for the M3(C, configurations (.11). “So, the suggestion is that the
subjects were not motivated enough to spend their "full" capacity because the
pay~off was insufficient. More experimentation will Le needed to establish
this capacity/pay-off relationship. However, this can be considered as a
(useful) refinement tc the models which have been shown to describe
encouragingly the control and decision making tasks studied in this program,
both in terms of performance and workload.
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TABLE 1: RATING SCALES

Name :
Task:

Using the scale L«low, indicate the degree of effort you spend on

performing the tusk

increasing effort

Rating srale for Rating Scale for

Controllability/observability and Precision Demands on rilot

0
B °r

Extremely easy to control/monitor

= with excellent precision
1 !

2 |- <L
Very easy to control/monitor with Completely undemanding,
~ good precision =1 very relaxed and comfortable
3F 3k
- Largely undemanding relaxed
4 Easy to control/monitor with fair b -
* precision
5 P 5
_[ Mildly demanding of pilot
6 |- attention, skill, or effort
Controllable/observable with somewhat © |-
={ inadequate precision
7 | ¢ Controllable/observable, but only —{B:ﬁ‘l’dlgﬁ :;rgitct attention,
—{ very imprecisely 7 '
5 = Difficult to control/monitor {Vﬂry demanding of pilot at-
"'_ Very difficult to control/monitor s F tention, skill, or effort
- ) Completely demanding of pilot .
9 L Nearly uncontrollable/unobiservable 9 —{ attention, skill, or effort ;
b
‘OD Uncontrollable/unobservable i Nearly uncontrollable/uncbservable

D Uncontrollable/unobservable

D Not applicable

N
i
k]

D Not applicable
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AN EXPERIMENTAL SITUATION FOR STUDY OF PILOT 1INTERACTION
WITH AUTOMATED AIRBORNE DECISION MAKING SYSTEMS*
By William B. Rouse, Yee-Yeen Chu, and Rex S. Walden

University of Illinois
Urbana, Illinois 61801

SUMMARY

This paper describes an experimental situation which allows varying
degrees of automation in a set of control and monitoring tasks. The control
tasks involve flying a map display at specified altitude and speed. The
monitoring tasks involve detection of events in N dynamic processes each
of which has an associated display. Events evoke actions which involve
a checklist-1like tree search. Computer aid, with adjustable reliability,
is available for both the control and monitoring tasks. A series of
experiments which are to be performed in this experimental situation are
described.

INTRODUCTION

Several factors are leading to the consideration of automated deci-
sion making systems for aircraft operations. Aircraft are becoming more
sophisticated and complicated while greater precision and performance is
being required of the pilot. The pilot simply does not have the time to
do everythiug well. At the same time, computers are becoming smaller,
faster, and cheaper. Thus, computer-aided decision making is (or will be)
both desirable and feasible.

However, it is unlikely that the computer will completely replace
the pilot. In failed or unusual situations, the pilot will be called upon
to manually perform tasks normally allocated to the computer. Also, the
pilot will serve as an executive or manager providing goals to the computer,
monitoring overall performance, and occasionally preempting inappropriate
decisions by the computer.

The problem area addressed by the project discussed in this paper is
the interaction between a human pilot and a computer with decision making
responsibility. The goal of the research is to enhance cooperation between
the two decision makers by understanding end then avoiding possible modes
of competition between them.

*
Supported by the National Aeronautics and Space Administration under
NASA - Ames Grant NSG-2119.
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To be more specific, we are concerned with multi-task situations
and the issues of primary interest include:

1. Allocation of responsibility between human and computer.
2. Resolution of conflicts between human and computer.
3. Human confidence in the computer system.

Considering allocation of decision making responsibility, we have pro-
posed that responsibilities not be strictly assigned to each decision
maker [1,2]. Instead, allocation should adapt to the state of the aircraft
and the state of the pilot. Both pilot and computer would have responsi-
bility for all or most decision making tasks with responsibility at any
particular instant being assigned to the decision maker most able at that
moment to perform the task. Simple concepts from queueing theory indicate
that such a procedure for allocation of responsibility would improve the
utilization of system (aircraft plus pilot) resources and thereby improve
system performance. This approach would allow the pilot to retain a cohe-
rent role in the sense of having overall responsibility for the whole
aircraft while the computer would enable the pilot to avoid having to
continually exercise all of these responsibilities.

The most significant disadvantage of adaptive allocation is the possi-
bility of conflict between the two decision makers. Without sufficient
information about each other's actions, the pilot and computer might
compete to perform tasks. This would degrade system performance (and
perhaps be disastrous) and possibly cause adaptive allocation to be an
unattractive approach. Theoretical and experimental approaches are being
employed to assess the costs of conflict and devise methods of avoiding
conflicts.

0f course, the success of any adaptive decision making system will
depend on the pilot's confidence in the system. Within our experiments,
we plan to study the pilot's decisions concerning mode of use of the compu-
ter system and his ability to detect when the decision making system has
failed.

THEORETICAL FORMULATION

To investigate the feasibility of adaptively allocating decision making
responsibility between human and computer, a mathematical model of multi-
task decision making was developed and several simulation experiments were
performed [3]. The goal of this effort was determination of the effects
of several system variables including number of tasks, mean time between
arrivals of action-evoking events, human-computer speed mismatch, proba-
bility of computer error, probability of human error, and the level of
feedback between human and computer.

The model is based on queueing theory concepts. Mult!-task decision
making is described in terms of events and actions. The decision maker's
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task is to detect action-evoking events and to decide whether or not any
particular task warrants his full attention. The model assumes the human
to employ a quasi-optimal decision making strategy for scanning displays
and allocating attention. However, the results of our simutation studies
are probably not very sensitive to the particular strategy employed, mainly
because we were most interested in gross effects.

The theoretical formulation has given us valuable insights to problems
associated with the design of an adaptive decision making system. However,
before we can use this formulation to evaluate potential designs, a better
understanding of human decision making in multi-task situations is needed.

AN EXPERIMENTAL SITUATION

We have developed the following experimental situation with two goals
in mind. First, we wanted a situation of enough generality to allow several
experiments to be performed without substantial changes in the software
and/or hardware. Second, we wanted to be coasistent with the simulations
being developed at NASA Ames Research Center [4].

Figure 1 illustrates the CRT display observed by the pilot. The
display is a Hewlett Packard 1310 while the computer generating the
display is a PDP-11/40 augmented by special purpose equipment for refreshing
the display. The pilot's task is to fly the Boeing 707 dynamics along
the map while maintaining specified altitude and air speed. His flight
instruments are displayed beside the map. The pilot has aileron, elevator,
and thrust controls.
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Figure 1: The Experimental Situation
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The instruments below the map represent the numerous aircraft sub-
systems (e.g., clectrical, hydraulic, etc.) which the pilet monitors for
possible action-evoking events. Each of the subsystem instruments repre-
sents a linear dynamic process driven by non-zero mean white noise input.
An event is defined as the removal of the input, which causes the state
of the process to asymptotically approach zero (pointer down).

Upon detecting an event to which he wishes to respond, the pilot
selects that subsystem via a 4 x 3 keyboard. The display shown in Figure 2
then appears. This represents the first level of a checklist-like tree
associated with the subsystem cf interest. He searches for a branch labeled
with a zers and selects that branch with his keyboard. If the tree has
more levels, the next level is then displayed. After completing the last
level of the tree, the action is compiete and the display shown in Figure 1
returns.

Vi Roy

-

.
[T 148
USSR S —— » I sargoun X7

PROCESS |- LEVEL |1

BRANCH 1 4
STATE L] 1

Figure 2: Display When Pilot Has Reacted to an Action-Evoking Event

Within this experimental situation, we can vary the complexity of the
map, the availability of autopilot, the numbet of subsystems, the distri-
bution of arrivals of events among tasks, and many other aircraft and sub-
system parameters.
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EXPERIMENTS PLANNED

Two setr of experiments are planned using the above experimental situa-
tion. The first set will address the question: How is pilot d:cision
making (in terms of response times, errors, and computer usage) affected
by task complexity, autopilot, and non-adaptivc computer aiding?

At this point, the following scenario is envisioned. Subjects will
fly 50 minutes enroute (simple map) and there will be little subsystem
activity (few events). Then, they will fly 10 minutes in a landing situa-
tion (complex map) where there will be considerable subsystem activity.
Experimental measurements will include:

1. Response time to subsystem events,
2, Probabilities of error,
a. False alarm
b. Missed event
¢. Incorrect action
3. Course errors,
4. Conirol actions.

For the first experiment, each subject will perform three trials
where the experimental variable of interest will be:

1. No autopilot,
2. Reliable autopilot,
3. Unreliable autopilot.

Reliable autopilot refers to one with a low probability of malfunction
while unreliable refers to one with a high probability of malfunction.

An autopilot malfunction is characterized by the aircraft maintaining its
current bearing and air speed and thereby eventually deviating from the
desired path. Once a malfunction occurs, a subject's task is to take over
control of the aircraft, return it to the appropriate course, and re-engage
the autopilot (which never fails irreparably).

The second experiment of this first set of experiments will employ
the same scenario and consider pilot interaction with a decision making
system designed to aid him in detecting subsystem events and acting appro-
priately. This system will be non-adaptive and designed on the basis of
results obtained from the first experiment. The computer aid will have
two modes of operation (other than "off"):

1. Detection only,
2. Detection and action.

It will also have an internal adjustment whereby its probability of success-
ful decision making can be changed. When initialized, this probability
will be high enough to be a significant aid to the pilot. However, if a
malfunction occurs, the probability will decrease to the point of making
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the computer aid a hinderance. The subject's task will be to detect this
occurrence and reset the adjustment via a simple pushbutton. The computer
aid will hnave two levels of reliability which will be characterized in a
manner similar to the autopilot, probably using the same numerics to stan-
dardize subjects' perception of reliability.

The empirical results obtained from this first set of experiments
will be combined with the theoretical formulation discussed above and
employed in the design of an adaptive derision making system. Besides
the queueing theory formulation, we are also considering centrol theory
as a methodology with which to design an adaptive system. Another issue
of special importance to an a.aptive system is the measurement of both
aircraft and pilot states. Several alternative approaches are being
considered. The adaptive system that results from cur investigations will
be experimentally evaluated using the situation discussed in this paper.

CONCLUSIONS

It appears inevitable that aircraft will become increasingly automated.
However, it also appears unlikely that the pilot will disappear from the
cockpit. Instead the pilot and computer will have to cooperate in manag-
ing the aircraft. This paper has discussed an experimental situation that
is being ured to theoretically and experimentally determine how cooperation
between these two decision makers can be enhanced.

REFERENCES

1. W. B. Rouse, "Human Interaction With an Intelligent Computer in Multi-
Task Situations', Proceedings of the Eleventh Annual Conference on
Manual Control, NASA Ames Research Center, May 1975, pp. 130-143,
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3. W. B. Rouse, "Human-Computer Interaction in Multi-Task Situations",
Submitted for publication.
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AN EXPERIMENTAL SITUATION FOR STUDY OF
HUMAN DECISION MAKING IN MULTI-PROCESS MONTITORING*
by William B, Rouse and Joel S. Greenstein

University of Illinois
Urbana, Illinois 61801

SUMMARY

This paper describes an experimental situation which has been dev:lcped
to enable study of the human's decision strategy and perfcrmance when moni-
toring multiple dynamic processes. The decision maker's goal is to detect
dynamic and/or statistical changes in any of the processes and take appro-
priate action to return the process to an acceptable mode of behavior. This
situation is somewhat analogous to industrial monitoring and air traffic
control., A series of planned experiments is discussed whose resu.ts are to
be employed in the design of a computer-aided process monitoring system where
the computer learns how to detect changes by "watching" the human perform
the task.

INTRODUCTION

Quite frequently, a human must simultaneously monitor several dynamic
processes. His task is to detect action-evuking events end implemenc the
appropriate actions. As the number of processes increases and/or as the
frequency of action-evoking events incresses, the human becomes overloaded
and overall system performance decreases.

The goal of the project discussed in this paper is the design of a
computer-gided process monitoring system. Three important issues in the
design of such a system are:

1. Allocation of decision making responsibility,
2. Resolution of ccnflicts between decision makers,
3. Human confidence in the computer system.

Theoretical studies [1,2,3] have led us to suggest that allocation of respon-
sibility should be dynamic (i.e., aituation dependent) with particular
decision making tasks being assigned to the decision maker who, at the
moment, has tha time to devote to the task. This approach can yield signifi-
cant performance benefits {f conflicts between decision makers can be avoided.

* Supported by the Joint Services Electronics Program (U.S. Army, U.S, Navy,
and U,S, Air Force) under Contract DAAB-07-72-C-0259.
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Instead of resolv conflicts, it would be preferable to avoid thum.
An approach to accomplisning this involves giving the computer a model of
human behavior so that the computer may infer the state of the human within
the overall system. To develop an understanding of human decision making
in the simultaneous monitoring of several dynamic processes, wc have designed
an experimental situdtion. This situation will be employed both in the
development of models of human decision making and for evaluation of poten-
tial systems for computer-aided process monitoring.

AN EXPERIMENTAL SITUATION

Figure 1 illustrates the display observed by the subhject. The display
is generated on a Tektronix 4010 display terminal by a time-shared DEC-
System 10 computer and depicts the measured values of the outputs ot nine
processes over the past 100 sampling intervals. The subject's task is to
monitor the processes, via the display, for the occurrence of abnormal events.
The processes normally have identical second order system characteristics
with zero-mean Gaussian white noise inputs of identical variance. The dis-
played measurements of the process outputs are corrupted by additive zero-
mean Gaussian white noise sequances which normally have identical variance.
Abnormal events might be represented by changes in the dynamics of a process,
changes in the process input, or an increase in measurement noise varianc:.

After scanning the nine process histories, the subject is given an
opportunity to key in the numbers of processes in which he has decided an
abnormal event has occurred, He also enters his estimate of the time at
which the event occurred. Upon completion of his responses he is given
feedback regarding the actual states of the processes he has keyed in (1"
indicates the normal state, "0" indicates an abnormal state), The display
is then erased, any abnormal processes detected by the subject are returned
to the ncrmal state, and a new display depicting the process histories
advanced in time is generated as illustrated in Figure Z.

Within this expeirimental situation we can vary the number and type of
different events, the frequency of occurrence of events, the distribution
of events over processes, and the amount of time the process histories are
advanced each {teration. The format in which the s.. ject reports eveat
occurrences and receives feedback can slso be varied.

EXPERIMENTS PLANNED

Two sets of experiments sre planned that will vmploy the sbove experi-
men*al situation. The first set will investigate human decision making in
event detectiou and attention allocation. In the second set of experiments,
computer-aided process monitoring will be studied.

Within the first set of experiments, ore exp:viment is curreutly
undervay while another will soon begin. The first experiment _: aimed at
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understanding the human's event detection behavior., Subjects are allowed

to respond to as many events as they think have occurred., Their false alarms
are subtracted from their hits and then, the remainder is divided by a
measure of their delay in responding (event waiting time)., The resulting
measure is their score which they are instiucted to maximize.

To model human decision making in this task, we are employing signal
detection theory and discriminant analysis. Our goal is to develop a model
that will bYe of real time use to a computer as it attempts to assess the
ctate of the decision maker.

The experiment that is soon to begin emphasizes event detection and
attention allocation. 1In this experiment, subjects will only be allowed to
respond to one event per iteration, Thus, they must tradeoff uncertainty
and costs to reach a decision. We have developed a queueing thevry model
of this task and will compare it to the human's decision making performance
in this experiment.

The second set of experiments will consider computer-aided process
monitoring. We envision that the computer will employ the detection and
attention allocation models noted above to assess the state of the decision
maker. The computer will then be able to adapt to both the state of the
task and the state of the human.

CONCLUSIONS

Many human tasks can be abstracted as the simultaneous monitoring of
multiple dynamic processes. Computer aiding may allow the human to monitor
an increased number of processes and also to monitor more effectively. The
research Aiscussed in this paper is aimed at designing and evaluating a
compui. r-aided process monitoring system along the lines of that proposed
in reference 3.
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THE P3YCHOPHYSICS OF RANDOM PROCESSES
Renwick E. Curry and T. Govindaraj

Man~-Vehicle Laboratory
Massachusetts Institute of Technology
Cambridge, Mass. 02139

ABSTRACT

One of the major functions of the human monitor is to detect failures
in systems under observation. For systems which display continuous-
time variables, this is equivalent to determining when the statisti-
cal parameters of the random procass have changed. This paper re-
ports on some preliminary experiments to determine the threst~1d
values for changes in the variance, bandwidth, and damping r. .io of

a second order random process. The detection time appears to be
summarized by the change in the standard deviation of the velocity

of the display.

INTRODUCTION

Human monitoring and supervisory control has become a research topic of
increasing interest due to the adivances in lower cost automation (Sheridan and
Johansen, 1976). One aspect of himan monitoring is that of failure detection,
and some results and models have been proposed for modelling the human's ability
to detect changes the mean of random process (Gai and Curry, 1976). However,
there are many other parameters of a random process which are subject to change
(Anyakora and Lees, 1972), examples of which are changes in variance, band-
width, and damping ratio. In a recent review (Curry and Gai, 1976) we were
unable to uncover data on the ability of the human to detect changes in these
parameters. Thus we performed a set of experiments to determine the prelimin-
ary threshold values for changes in these random process parameters, i.e.,
to determine some of the basic psychophysical constants of random processes.
These data when complete will be valuable in designing more extensive experi-
ments, and will also be useful in modelling efforts and in obtaining perfor-
mance a~stimates for the human in failure detection tasks.

50



EXPERIMENT

Overviev

This experiment was conducted to determine the thresholds for various
parameters of a stochastic process. The process is the output of a second
order shaping filter with transfer function

K
(S/wn) + Z(C/wn)s +1

and zero mean white noise input. The output was displayed by the vertical
displacement of a horizontal line on an oscilloscope screen. Aftzar the steady
state was reached, one of the parameters of the filter was either increased or
decreased (frequency, w , damping, 7, or the gain, K (for noise power and hence
the output variance)): the observer was expected to detect the '"failure," or
change. All the relevant parameters and the detection time were recorded fecr
each trial.

Equipment

A PDP-11/10 digital computer and TR48 analog computer were used for the
experiments. The uniformly distributed zero mean white noise was generated
digitally and was passed through a second order (digital) shaping filter. The
analog computer was then used to smooth the output for display on an oscillo-
scope screen. The smoothing filter pole was far away from the shaping filter
natural frequency, but sufficiently low to eliminate any discrete jumps when
the high frequency content of the process was increased. The subject was
seated about 2% feet in front of the oscilloscope screen. The display was
scaled to such that that the screen height was equal to 60 of the process.
Graticule marks provided the reference. The subject had two switches (for
responding increase and decrease) to indicate his decision when the change was
detected. These switches were continuously read before each update of the
output of the process every 1/30 of a second.

Procedure

Sixteen graduate studeats participated in two sessions lasting approxi-
mately 40 minutes each. Each session consisted of three series of trials in
which one of the three parameters was changed from its nominal value. Only
one of the four nominal random processes was used in each session; the four
nominals were obtained by the factorial combination of T(-2ﬂ/wn) = 1,, 3 and
r=.,2, .707.

At the start of the familiarization phase, the normal or nominal mode
was shown to the subject for two minutes. After this normal mode presentation,
large failures were shown to familiarize the suhject with the nature of the
change. The change cccured randomly between 7 and 12 seconds after the start
of the trial. Five practice trials were normally sufficient to allow the sub-
ject to become familiar with the changes. If the procedure was not clear at
this stage the five initial trials were repeated.
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Before the beginning of the experimert the subject was told of the stop-
ping criterion, i.e., that the objective was to determine the minimum detect-
able change in the parameter value. He was instructed to press the switch as
soon as he was certain about his decision. Correct detectiors were acknowledg-
ed by the printing of a single character on the teletype which was audible to
the subject. When an error was made, the nature of the errcr was printed on
the teleptype and the experimenter informed the subject about the error. Three
types of error were possible: if a change was 'detected' before one really oc-
cured it was labelled a false alarm; if change was judged as a decrease while
it was actually an increase (or vice versa), or if the change was not detected
within the time limit, it was labelled as a missed alarm. During any trial,
the failed mode continued for 30 seconds after the beginning of the failure;
if a decision had not-been made by this time, the motion stopped at zero and
a period of 5 seconds was given to decide. If a decision was not made after
this, it was considered a missed alarm. The experiment continued until he
made three or more errors in the most recent six trials.

After each trial, a blanking period of three seconds was given before
starting the next trial. From one trial to the next, the parameter change
could be either an increase or a decrease according to the following relation

CEL) = exp { In R x S}
PN
P - Nominal value of the parameter

- Changed or failed value

R - Ratio for initial change (R = 10)

- Stimulus (S = ¢+ .8, = .6, £ .4, = ,2, *+ 0,16, * 0.12,
* 0.04, + 0,03, £ 0.02, + 0,01, £ 0.008, * 0.006,
* 0.004, * 0.002, * 0.0015, * 0.0001, * 0.0005)

To avoid guessing by the subject, the decrease in magnitude, As, was taken for
two steps, resulting in a set of four stimuli (Sl’ Sz, —Sl, -SZ). The stimulus

was chosen at random for presentation among these four until all the four were
exhausted. Then the next set of four was similarly chosen and presented. The
subject was told only that the magnitude of change would be decreasing in such
a way that it would become progressively harder to detect its change. Initial-
ly, the changes were rather large, S = * .8 or 0.6 etc.

RESULTS

Figures 1, 2, and 3 show plots of detection time as a function of the
ratio of the parameter change (on a logarithmic scale) for variance, bandwidth
(period), and damping ratio. For later analysis we have plotted detection
times for changes in variance and bandwidth as a function of the change in the
standard deviation of the observed random process. The curves shown in
Figures 4 and 5 are least squares fit to the detection time data.

Threshold values were obtained using a maximum likelihood estimate for
the observed probabilities of correct responses assuming a high-threshold
model for detection. The likelihood function for the observed responses is
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given by n n
i = T P(Cls) €4 P(W[S,) Yi

i
where P(C Si) = Probability correct, stimulus S1

P(wlsi) =1 - P(C|Si)

n = number correct, stimulus S,

c i

i

n = number wrong, stimulus S

wi i

The expression for probability of being correct for the high-threshold-theory
model is

P(CISi) = P(C|D)P(D) + P(C|D; ¢ (D)

where P(CID) 1
P(C|D) = % (guessing factor)

Lo -
i
P(D) <b[ 5 ]

D=p in detection state, 5:} in nondetection state

where Ai is the stimulus level, U is the threshold value and 0 is the standard
deviation. We found that using Ai = log Si gave an appropriate Gaussian form

for the stimulus values. (This may be due to the somewhat limited number of
responses at each stimulus level, at the most eight).

The calculated thresholds are shown in Table 1 for the four nominal and
random processes. The fit of this threshold model to the data was not parti-
cularly good because of the small number of samples available, so that these
values must be considered extremely preliminary. This is due to the small
number of subjects and the measurement technique which we employed to obtain
a rapid determination of threshold. Our subsequent experiments will use
more conventional psychophysical techniques.

DISCUSSION

The subjects had no difficulty distinguishing between increases and
decreases in bandwidth and variance, i.e., all subjects would agree that an
"increase'" had occurred when so indicated by the experimenter. The same was
not true for changes in damping ratio, which is reflected in the wide varia-
tion of detection times as shown in Figure 3. We finally arrived at a proce-
dure of never explaining that it was an "increase" or 'decrease," but just
told the subjects, during the familiarization phase, that they were about to
see a change of one sign or the other; we let the subjects determine whether
it should be considered an "increase" or '"decrease."

Examination of Figure 1 and 2 also indicates that there is an asymmetry
in detection times for increase and decreases in variance and bandwidth. A
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heuristic explanation for the asymmetry of detection times for changes in vari-
ance is suggested by the "exceedance limits' hypothesis. The subjects learn
what values are ''rarely exceeded" which correspond to (say) 2 ¢ levels. The
first time that the display exceeds this level is an indication that tne vari-
ance has increased, and thus an increase of variance is indicated by the sub-
ject. On the other hand, when the variance is decreased, it takes the subject
more cycles of the random process to determine that the display is not coming
as close to the exceedance limit as it had before.

This asymmetry seems somewhat surprising if one considers the stimulus
as a change in RMS velocity, because it can be shown that for the random pro-
cesses considered here, the standard deviation of display velocity is

og*r=w_0
X nx
If the concept of a Weber fraction holds, then we have

Ace Aw Ao
X _ n X

or w_ o

x n X
which would not imply any asymmetry in detection times. Such a model would
seem appropriate since Brown (1960) has shown that the relative velocity
threshold is approximately one-tenth of the absolute velocity. On the other
hand, Figures 4 and 5 show that the detection times are reasonably well describ-
ed by the change in absolute RMS velocity, rather than its relative value (a
possibility suggested by Capt. R. Gressang).

As an alternative to the velocity effects, a normative approach to detect
the changes in parameters would be to examine the residuals of the Kalman
filter designed for the nominal process. If the Kalman filter is operating on
the random process for which it was designed, the residuals will be white
noise. Any deviation of the residuals from the white noise situation indicates
a change has taken place. We have derived the equations for this increment
to the residual auto-correlation function (Curry and Gai, 1976) and show in
Figure 6 some typical changrs to the autocorrelation function for changes in
frequency and damping ratio. (In addition to the autocorrelation function
shown, the Kalman filter residual has a white-noise component, i.e., an im-
pulse at T = 0 in Figure 6.) Figure 6 shows that an increase in bandwidth
yields a much larger autocorrelation component than does a decrease in band-
width of even greater magnitude (measured on a logarithmic scale). Thus it
seems as though the normative Kalman filter model for failure detection may
be a reasonable basis for a descriptive model of human failure detection for
these parameter changes, as weil as the change in mean of a random process.
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Monitoring Behavior and Supervisory Control,

THRESHOLDS
Nominal T+/T° T /T° Ox+/0x° ox /ox°
T=1, 7 =20.2 1.1549 0.9326 1.1610 0.8097
T=1, T = 0.707 1.3072 0.9165 1.2655 0.7406
T=3, 7=0.2 1.2167 0.9009 1.3917 0.8710
T=3, ¢ =0.707 1.2070 0.9517 1.1299 0.7227

Table 1: Calculated Thresholds for Period and

Standard Deviation Changes
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Te1l, ¢ =20.707
T~3 ¢=0.2

T=3 ¢ =0.707
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Figure 1: Detection time vs. period change
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Figure 2: Detection time vs. variance change
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Figure 3: Detection time vs. damping ratio
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A NOVEL APPROACH TO THE CROSS-ADAPTIVE AUXILIARY TASK
By Arye R. Ephrath

National Research Council Associale
NASA Ames Research Center

INTRODUCTION

The technique of the adaptive task was first introduced by Birmingham
(1959) and since used by various investigators in operator-performance studies
(Kelley, 1962; Birmingham et al., 1962; Hudson, 1964; Kelley, 1970). Under
this now-classic adaptive (or self-adjusting) scheme, the task's difficulty
is modulated in real time by the operator's performance score: as the opera-
tor performs more skillfully, his task becomes more difficult. This techni-
que found useful applications in a number of areas, such as measuring opera-
tor skill, personnel selection and training, and manial-control system design
(cf. Kelley et al., 1965).

The cross—adaptive loading task technique is a modification of the self
adjusting task scheme and allows the investigator to keep the operator's per-
formance on the primary task constant (Figure 1): th2 operator's primary task
performance is monitored continuously and compared t> a predetermined desired
level; primary task performance which is better than the standard effects an
increase in the difficulty not of the primary task bit of a concomitant load-
ing task, thus keeping the primary task performance :onstant by varying the
operator's overall workload.

For the purpose of this research, hovwever, it vias considered desirable
to keep the overal' workload constant at a predetermined level and to study
the resulting perfo. wance in a primary piloting task. Consequently, a measur-
ing (non-loading) side task was used, and it was placed in the feedback path.
This concomitant task continuously measured the operator's workload level and
deviation of this measure from the preset standard, properly filtered, modu-
iated the noise content (and hence, the difficulty) of the primary piloting
task (Figure 2).

THE PRIMARY TASK

The investigation utilized a fixed-base ground simulator which was con-
figured as the cockpic of a deHaviland CC-115 Buffalo. The primary task con-
sisted of flying a straight, 220° localizer course while descending a 2°
glide slope in zero-visibility conditions. In perforwming this task the sub-
jects relied on the conventional flight Instruments - airspeed, attitude,
vertical speed and glideslope-deviation indicators, an altimeter, and an
electronic horizontal-situation-display.

Simulated wind gusts wcre introduced to modulate the difficulty of this
task. The gusts, both horizontal and vertical, were modelled as filtered
noise of constant bandwidth anu variable amplitude. This type of disturbance
had been shown (Ephrath, 1975b) to affect the pilot's workloau and nence, the
task's difficulty.
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THE AUXILIARY TASK

The auxiliary task in this study was meant to measure the subjects' in-
stantaneous workload without introducing any significant loading of its own.
It consisted of identifying, and responding to, two small red lights which
were mounted above the instrument panel (see Figure 3). One or the other of
these lights illuminated at random intervals, uniformly distributed between
0.5 and 5.0 seconds, and stayed on for two seconds; the subject's task was
to extinguish the illuminated light by moving a toggle switch in the proper
direction - up for the top light, down for the bottom light.

The lights were located 75° to the right of the center of the flight
instruments. Their intensity was very low and was adjusted individually for
each subject via a variable resistance to ensure that the subject would
not be able to detect the lights in his peripheral vision. Consequently,
the subjects could not perform both the primary and the auxiliary task sim-
ultaneously and had to switch continually between the two taks.

The subjects were instructed to regard the piloting task as their major
responsibility and to respond to the lights only if they felt that they could
do so without sacrificing their piloting performance. Therefore, good auxi-
liary task performance was assumed to imply ease of the primary piloting
task (because if the subject was faced with a difficult piloting task, he
could not afford to switch regularly to the low-priority auxiliary task and,
consequently, would often fail to respond to an illuminated light), and
vice versa.

Each time the subject cxtinguished an illuminated light a "MISSi = 0"

was counted and the subject's response time RTi was recorded. In the

absence of a correct response the light stayed on for two seconds; a

"MISSi = 1" was counted and a response-time of two seconds was recorded.
A pseudo-instantaneous workload index was updated after the presentation
of each light, utilizing the data of the subject's response to the last

two stimuli:
- 78.0(RT + RTi) + 125.2(MISS

5.624

WLX + MISSi)

i i-1

i-1

which resulted in a workload-index value between 0 and 100. A measuring
auxiliary task of this type has been shown (Ephrath, 1975a and 1975b) to
cause minimal loading of the subject; the particular numerical coefficients
chosen maximize the sensitivity of this workload measure (Spyker et al.,
1971).

This workload index was compared with the desired workload level; the
error signal was then integrated (to eliminate steady-state position error),
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limited (to eliminate excessive gusts and to improve stability) and used to
modulate the amplitude of the simulated gust disturbance (Figure 4).

RESULTS AND DISCUSSION

Each of the professional airline pilots who served as subjects flew 18
simulated approaches in the course of the formal experiment. We were aware
of the fact that they might suspect a causal relationship between their per-
formance on the light-cancelling auxiliary task and the accompanying changes

in the strength of the gusts. To minimize this possibility, a value of Kl = 0.5

was chosen for the integrator gain (Figure 4). This value effected a notice-
able change in the gusts' strength in approximately ten seconds when the warn-
ing lights were completely ignored (implying a workload index of 100); the
time lag was short enough to keep the scheme sensitive to changes in measured
workload, yet apparently it was also sufficiently long to mask the correlation
between gusts' strength and auxiliary-task performance: not only didn't any

of our subjects detect the correlation, but neither did the colleagues who
served as preliminary subjects and who might have known better or the program-
mers who wrote the software (without being aware of its purpose) and who had
spent countless hours flying and debugging thz simulator.

Workload data of a typical experimental run are shown in Figure 5. The
workload index was computed from a point 46 seconds after the start of the
simulated approach and is seen to oscillate around the approximate reference
value WLX . At the point indicated by the arrow a simulated guidance mal-
function 6ccurred (lateral flight director decoupled from the localizer) and
the subject's workload index is seen to rise as he devoted more attention to
the primary flying task. The mean workload index in this particular run was
63.6, compared to a desired (reference) workload index of 65.0. At the pre-
sent time, the data of a tctal of 108 experimental runs is being processed
for more thorough analysis.

CONCLUSIONS

This paper presents a scheme for modulating the difficulty of a primary
manual-control task by means of an auxiliary task feedback. The method may
find useful applications in operator workload research, in part-task simula-
tion studies and in personnel training.

In our work, primary task difficulty was controlled by modulating the
noise content of the forcing function, and our results suggest that a stable
workload level may be achieved by proper selection of the subsidiary task to
be used and by proper design of the adaptive logic. Other methods of control-
ling the primary task's dififculty - such as changing d .splay and control
zains or varying an unstable mode - may perhaps also be used; the latter of
these has recently been implemented in a system evaluation study (Clement,
1976), apparently with good results,
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Finally, this study raised, quite coincidertally, an interesting ques-

tion about human perception of the correlation between control inputs and the
output, its dependence on the dynamics of the plant and the effects of the
associated time lags. While this questlon is basic to the study of human per-
formance in manual control tasks in areas such as system identification, adap-
tation and fault detection, it has never been addressed explicitly, to our
knowledge.

10.
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IS THERE AN OPTIMUM WORK-LOAD IN MANUAL CONTROL?
By William L. Verplank

Massachusetts Institute of Technology

SUMMARY

Experiments on a closed-circuit-television driving simulator were
designed to answer the question: is there an optimum work-load that (a)
sustainc performance in long~term driving and (b) facilitates transitions to
new tasks or emergencies? The results affirm (a) with reservations but not
(b). A second experiment is planned and a new measure for work-load pro-
posed.

BACKGROUND

Automation or semi-automation in advanced manual control systems sug-
geste the question: 1Is it possible for tasks to be too easy? Most human
factors engineering has been aimed at reducing work-load, but can we go too
far? Is there an optimum work-load and what is the appropriate measure?
The concept of arousal and the evidence of vigilance and warm-up decrements
suggest the search for such a work-load measure.

AN EXPERIMENT

The task was steering a closed-circuit-television driving simulator
(reference 1). The subjects were instructed to follow as closely as possi-
ble a marked circular course. Three levels of task difficulty were pro-
vided by adding different amounts of disturbance to the input of the steer-
ing servo. This task corresponds roughly to driving in wind gusts. The
experiment is illustrated in Fiqure 1. A marker in the center of the bottom
of the screen was to be lined up on the dotted center-line of the "road".

The three conditions were: A: no disturbance, B: a moderate distur-
bance consisting of a sum of seven sine-waves with the lower frequencies pre-
dominating, and C: a difficult disturbance consisting of a sum of the same
seven sine-waves with the higher frequencies more dominant. The speed of the
car was held constant throughout the experiment.

Each experimental session consisted of 14 laps (approximately 12 minutes)
at one condition, followed by 2 laps of condition C, 14 laps at a second con-
dition followed by 2 laps of condition C, and 14 laps of the third condition
followed by 2 laps of C. The subjects were familiarized with each of the
three conditions prior to the experiment, and during each session were warned
over an intercom, approximately 5 seconds before each change in conuition, what

This is an informal paper presented at:
12th Annual Conference on Manual Control
University of Illinois, 25-27 May, 1976.
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the new condition was going to be., The change in conditions always occurred
at the same point on the track. The whole session lasted approximately 45
minutes. Data were recorded for three subjects over two or three sessions
each, with the conditions presented in a different order each time. (See Fig-
ures 2-a through g for the orders.,)

Each session provided data on the six areas of interest: prolonged per-
formance under three conditions, and adaptation to condition C after these
three different conditions.

Instrumentation

RBoth speed-control for the vehicle and ge:.eration of the disturbance
were provided by a PDP-8 computer (10 samples/second). The lateral position
of the car on the track was recorded on a chart recorder. It was from this
revord of position error that performance scores were calculated.

Data

The absoclute value of the position error was read from the chart by eye
at 32 equally spaced intervals for each two-revolution block of data. Thus,
if the standard deviation of error in individual measurements from the chart
were 0% (with no average bias) then the two-lap average absolute position er-
ror is good to approximately 3%, These two-lap average absolute position er-
rors are plotted versus time in Figures 2-a through 2-g. The units are centi-
meters, measured at the display (T.V.). Each lap took 51.z seconds, so the
two-lap averages represent 102.4 seconds of data.

RESU. ' *

Hypothesis I: Long-term Performauce

To test the hypothesis that performance will deteriorate with time, the
difference in averages at the beginning and end of each condition were calcu-
lated. Each condition lasted for seven blocks. Figure 3 shows the change
in average error from the first 3 olocks to the last 3 blocks for each condi-
tion (i.e. the first five minutes versus the last five minutes in a 12 minute
rvn). Lines connect the data points produced in the same experimental ses-
sion.

There is no significant decrement in performance for conditions A or B,
but there is for condition C (t=5,9, df=6, p< .005). These data only support
half of hypothesis I, that moderate is better than difficult. Hypothesis I
suggests that, as the task gets easier (condition A), there will be a tendency
for a vigilance~type aecrement. Either condition A was not monotonous enough,
or the run (12 minutes) not long enough, or for this particular driving simu-
lation there is no such thing as an optimum task difficulty.

There does appear to be some difference however between conditions A and

73



Bt 4e

B, as they relate to long-term performance. As shown in Figure 3 there 1is
more spread in the changes for A than for B. That is, under condition B,
average performance did not change over the run, but in condition A, it did.
On some sessions it deteriorated over the run, and on some, it improved.
This suggested that if stability of performance is important, condition B
may well be superior to condition A.

This was examined by computing the standard deviation of the two-lap
averages for each 12 minute. run. The normalized standard deviationis shown
in Figure 4. Here is one measure that shows the moderate ccndition B as
better than the easy condition A (paired t=4.8, df=6, p< .005). There is
less variability in performance over the 12 minute run. However, the differ-
ence between conditions R and C disappears.

Thus, ¢.v2. the present data, it cannot be shown that a task of moderate
difficulty is superior in long-term performance to both easier and more diffi-
cult tasks. It is, however, superior in certain ways. The moderate task b
did not show a performance decrement over time, whereas the difficult task C
did. The moderate task B showed less relative variability than did the easi-

er task A.
Hypothesis II: Adaptation

Figure 5 shows error 3cores on cordition C immediately following the ex-
tended run of either condition A, B or C. The two-lap error score is broken
down intc¢ Y%-lap scores. Figure 5-a shows the score for the first %-lap (12.8
seconds). Figure S-b averages the score for the first }-lap with that for the
second (average for first 25,6 seconds). Similarly 5-c and 5-d are averages
of all the performance up to the specified points,

Hypothesis II would suggest that initial performance on the new task
would differ with different preparatory conditions, and that upon "adaptation"
to the same new task, performance would equalize. Just the opposite appears
to bc the case. The preparatory conditions cannot be distinguiched on the
first %-lap score - only on the entire two-lap averages (5-d).

It is difficult to draw conclusions from the data because of the large
inter-subject variability. In the two-lap averages, the only significant dif-
ference is for subjects JK and JM, between conditions B and C (paired within
sessions) (t=5.16, df=4, p< .0L). An alternative to Hypothesis IT .s propos.d
to axplain this difference, and depends on a detail of the experimental pro-
cedure.

The experiment compared performance in adapting to condition C following
an extended run of either A, B or C, If the "adaptation block" was followed
by the extended run of C, this "adaptation” block was counted as the first
block in that extended run. For “"adaptation™ followina condition C, the block
examined was simply the last block in the extended run. This may explain the
similarity between Pigures 5-d4 and 3, at least as far as condition C is con-
cerned., Figure 3 shows the difference between the beginning and end of the
extended run. For condition C, it shows a significant decrement in performance.
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Similarly, Figure 5-d shows the averages at the beginning of a run (C follow-
ing A or B) and at the end of a run (C following C).

There are two reasons then that the data do not support Hypothesis 17,
First, if it is truly a process of adaptation, the difference in performance
should be greatest at the beginning of the new condition. The cnly signifi-
cant difference is in the direction predicted by Hypo*hesis II (C worse than
B), but it is not at the beginning, showing up only in the two-lap average.
Second, this difference can be accounted for by an alternative to Hypothesis
II. Another possibility is that a A .fferent measure of the "preconditioning”
work-load could explain the differences in adaptation,

SUMMARY

Two hypothesus were proposzad relating the concept of arousal and the
evidence of vigilance and warm-up decrements to automobile driving. There
should be an optimum work-load that sustains performance on long tasks, and
facilitates transition to new tasks.

A simulation of automobile driving under three levels of difficulty
showed a moderate disturbance caused less decrement than a difficult distur-
bance and less variability than no disturbance. No condition was superior at
facilitating transitions,

The present evidence is not very strong support for the concept of an
optimum work-load. Performance decrements in the "under-load" condition prob-
ably cannot be expected over such short runs. A second experiment with longer
runs is proposed. The question of what constitutes optimality is also open.

Finally, the measure of work-load ought to include a kind of "self-load-
ing"” or "operator-induced work-load”, especially in the case wnere there is
no external disturbance and the operator its "tracking his own noise". The
second experiment and a new measure of work-load will be reported in a forth-
coming Ph.D. thesis [2],

REFERENCES
1. Rudy, R.P, and Willis, G. ionitoring and Control of an Automobile Simu-
lator Usiug a Real-time Digital Computer. M.I.T. Engineering Proje-:ts
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2. Verplank, W.L. Sources and Effects of Uncertainty in Sustained Manual

Control. Ph.D. Thesis, Mechanical Engineering Department, M.I.T. (in
progress).

75



SusJecT 7

Figure 1. %he M.I.T. c.C.T.V., Driving Simulator.
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TASK INTERFERENCE IN MULTI-AXIS AIRCRATFT STABILIZATION

By Edward D. Onstott
Controls Research

Northrop Corporation
Aircraft Division
Hawthorne, California

ABSTRACT

A time domain attention allocating multi-axis pilot model has been used to
examine task interference effects in a two-axis attitude stabilizetion task in turbu-
lence. Configurations from a matiix of uncoupled lateral and longitudinal F-5
dynamics were analyzed to determine the influence of each axis on the control per-
formance of the other. The analysis showed that an inappropriate choice of longitu-
dinal dynamics would deteriorate the roll stabilization with no change in the lateral
dynamics or pilot model. Furthermore, the influence of roll versus pitch angle dis-
play scalings we:e analyzed by hypothesizing that the task urgencies used to allocate
attention in the pilot model should be weighted hy the scaling factors. A fixed base
simulation verified the model, the resonant task interferernce, and the scaling hypoth-
esis; further validation through manned simulation was performed using a complete
nonlinear YF-17 aircraft model and the Northrop Large Amplitude Simulator.

INTRODUCTION

Failure to match the dynamics of the pilot and the aircraft in an optimum way
may result in not achieving the best performance of both. The result of such dynamic
mismatch is greater pilot workload, less accurate weapon delivery, riskier approach
and landing, and increased development cost deriving from overdesign in an attempt
to achieve better pilot acceptance. Furthermore, the lack of precise methods for
analytically evaluating the dynamic pilot-aircraft interface in the preliminary design
phase may lead to extensive and unnecessary flight simulation. The analytic ability
to recognize and correct significant control shortcomings as well as to identify poten-
tial improvements is important at a time when basic design concepts can be freely
adapted to new requirements.

This analytical requirement has been partially met for decades by the use of
mathematical models of human pilot dynamics. These techniques have been success-
fully employed in the development of simple low authority control systems where
greatly simplified representations of the aircraft and the pilot could be tolerated,
References 1-3. However, the advent of advanced tactical aircraft with the avail-
ability of high authority, high order control concepts and the associated demands for
superior piloted performance requires pilot model aircraft analysis technology that
is considerably more general.
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In order to meet the current requirements of flying qualities prediction and
evaluation, Northrop has evolved a flying qualities analysis procedure including com-
plete generality of the nonlinear aerodynamics and control system. Digital simula-
tion has been adopted as an over-all context for the dynamic representation and com-
putation. With the availability of point-by-puint generation of the flight history, pilot
models can be developed that take into account not only the statistical features ex~
ploited by describing function or optimal control methods, but specific dynamic and
decision processes as well. Northrop has validated this digital simulation approach
to time domain decision models which generate the characteristics of multi-axis
piloted flight, References 4 and 5. In addition to the increased system generality, an
important consequence has been the discovery of multi-axis task interference effects
that have never before been identified or analytically computed. The objective of this
paper is to present these results.

ATTENTION ALLOCATION AND THE MULTI-AXIS HUMAN CONTROLLER

A great deal is known about the dynamics of the human pilot performing contin-
uous linear single axis tasks. Much work has gone into developing models that match
the amplitude and phase characteristics of the pilot's output at the controller, and
many aspects of the internal structure of the human have been analyzed. These
"ultra-precise' models are of use in solving many human factors problems about the
interface between pilot and controller, but for the basic objective of determining the
total system dynamics, it is usually sufficient to employ simpie models that consist
of gain Kp, lead Ty, time delay r, and possible lag Ty:

T.s+1
K (L -rs )

Y e

p= P (TIS +1>

The more exact pilot models can certainly be employed, but for most purposes the
above simple model gives good statistical results.

There have been three main approaches previously taken in attempts to extend
single-axis model theory to multi-~axis tasks. All of these recognize that the human
must operate as a time shared device when faced with difficult control tasks on several
independent axes. This shifting attention allocation degrades the performance of each
axis from what the pilot would achieve in continuous control. As might be expected,
these three approaches are 1) decrease the model gain from the optimum for contin-
uous control, 2) increase the time delay to account for the periods of inattention, and
3) inject filtered noise to imitate the spectral content of the shifting pilot control.

The insufficiency with these approaches is this: the humar pilot is quite dis-
criminating about when he will abandon the control of one task t. take over the control
of another. This leads to a pilot sampling criterion that is functionally dependent on
the total system variables. In no way can this be regarded as a purely random, or a
regular sampling. Thus a multi-axis pilot model must contain an algorithm that de-
termines when attention shifting takes place, and the model must be computed in a
way that preserves this information. Recently, Northrop developed a multi-axis
pilot model which does just that, the urgency function model.
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By using the method of digital simulation, the exacl functional criterion, by
which a pilot decides his control, can be directly computed without the gross distor-
tions of linearization. The development of the form of these urgency criteria has
now advanced to the point where they can be determ. d from 1) the system dynamics,
2) the task, and 3) the appropriate human factor information about the pilot.

Let X, be the state variables of one axis, x, of a two axis task, and let the
other axis, 'y, be represented by y.. Then the attention allocation criterion for the
x axis is satisfied identically with the inequality

U, (xi) ZUy (yi) (2)

where Uy and U, are the urgency functions of the x and the y tasks. These functions
are always nonlinear in the state variables, but fall into several precise classes.
Some of these classes have been well explored, and a tabulation of the uigency func-
tions for attitude stabilization is included below.

The multi-axis urgency function model thus consists of simple linear dynamics,
equation (1), along with the control criterion of (2). Whichever axis has the larger
urgency function gets the corrective control attention. The adjustment of the linear
coefficients can usually be obtained by an easy search starting with the optimum
single axis coefficients. Almost always, the optimum multi-axis coefficients differ
significantly from these values, especially in multiloop conirol on the two axes.

TWO-AXIS ATTITUDE STABILIZATION IN TURBULENCE

It is natural to inquire about applications of the Northrop urgency model to rep-
resentative tactical fighter dynamics. Since attitude stabilization in the p.esence of
low-level turbulence is an almost ever-present requirement of any Class IV mission,
this task was selected for both analytical and experimental study using degraded F-5
aircraft models. The primary objective was to verify the time-sharing of the human
pilot, the appropriatenrss of the urgency function attention allocation algorithm, and
the statistical accuracy of the predictions. In order to control the number of param-
eters involved in optimizing the model, display and controller effects were minimized
in the flight simulation. This involved using a large CRT display so tha! display
motions were amplified enough to eliminate visual threshold effects. Recently a gen-
eral study of this problem, including visual threshold effects, has been completed
using the general YF-17 aircraft model. The results of this problem are aiso
discussed.

The simulation display consisted of an illuminated dot against a dimly illumi-
nated grid. Vertical displacement of the dot represented pitch angle, and lateral
displacement bank angle as shown in Figure 1.

The actual scaling of the dot displacement was achieved experimentally by
going to the most sensitive scope setting which would accommodate all dot excursions.
These scalings, u and a, had units of degrees per centimeter of dot deflection, and
provision was made to simulate at various values of # to a ratios. As this u#/a ratio
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FIGURE 1. TWO-AXIS FLIGHT SIMULATION DISPLAY

increased from zero (continuous lateral tracking only), the pilot was forced to pay
greater and greater attention to the longitudinal task. One of the most interesting
hypotheses tested was the manner in which this took place. In all flight simulation
tests the pilot was instructed to minimize the rms distance of the dot from the center
of the display. This is called the radial error, denoted by r(¢, ¢ ), and is given by

r,0) = \/(aos)z + (uo) (3)

In this way the u/a ratio greatly influences the objective urgency, and the hypo-
thesis tested is that the objective urgency as determined by the u/a ratio scales
exactly as the ratios of the urgency functions of the multi-axis pilot model Up and UR;

that is,
Hfa = UP/UR (4)

Limitations in display resolution allowed only the range of values shown in
Figure 2.

Bl o Task

0| 1 | Continuous Lateral Only

It

8| 1 | Two axis, /o 8

16

16 | 1 | Two axis, p/o

1| 0 | Continuous Longitudinal Only

FIGURE 2. URGENCY RATIOS TESTED
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It should also be remuarked that the aircraft dynamics and data reduction of the
flight simulation were digitally generated. A frame time of 0.05 second was used,
and the turbulencs was generated using a digital random noise source with a 0.15 kHz
bandwidth, thus assuring independenre of the two gust time histories produced by the
digital filters. The equations of motion and all dynamic computations were pro-
grammed exactly as in the analytical digital simulation model described below. It
should be noted th~. the method is in no way restricted to linearized equations of
motion. In the YF-17 study general nonlinear six-degree-of-freedom equations were
used with no change in the pilot model or its use. Three degrees of freedom were
mechanized laterally, while the u equation was not required longitudinally, thus giving
five degrees of freedom in all. The equations of motion are shown in Figure 3.

1

. _ (5)
v 1- zw(uo ! zq)q T 250 007 2y (W 6gw)

3 = - t A - "
G = Mg W Mg My et M (w agw) (6)
& = q (7
o= 1 1 1 ' '

r = Nrr+Npp+N6a6a+N6r6r+Nﬂ(ﬁ+ﬁgﬂ) &)
3 = ykxp - vk + B2 o *

B =yrp-rd yr)*uowM da +y3. or+y, (B+6gﬂ) (9)
L ' ! ' t ’

F Lpp+er+L6ada+L6r6r+Lﬂ(ﬂ+dgﬂ) (10)
é =p (11)

FIGURE 3. EQUATIONS OF MOTION

The augmentation of each configuration was included in the stability derivatives, since
washout is not required for a zero mean small perturbation attitude stabilization task.

The task proved difficult to fly, and about 10 hours were required for asymptotic
training. Data were collected for test periods of 30 seconds, and simulation sessions
were held to two hours maximum with frequent rest periods. In addition to the digital
data reduction of tracking statistics, strip chart recordings were collected for each
configuration and each u/& ratio tested. In order to provide a variety of F-5 config-
urations, three longitudinal and two lateral sets of dynamics were selected and com-
bined in a matrix of six configurations, designated as shown in Figure 4.

The turbulence simulation used Dryden spectra obtained by filtering Gaussian
white noise as described in Mil- F-8785B, where an air speed cf 718 fps and an alti-
tude of 1750 feet were used. In order to diminish the effects of drift, a 40-db/decade
high-pa33 prefilter was used on the random number noise source, with the break
point set at 0.3 radian. The hand controller was mounted on the side o. a chair and
had light breakout and gradient forces; both the sensitivity and the polarity were se-
lected by the subjects.
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FIGURE 4. F-5 CONFIGURATION DESIGNATION

Analytically, this problem was studied by means of digital simulation. This
system model includes the six-degree-of-freedom linear or nonlinear airframe equa-
tions of motion, turbulence and command tracking generation, linear pilot model gain,
lead, lag and delay, urgency function switching algorithms, pilot remnant, pilot

inadvertent crossfeed, rms statistics, histograms of control episcdes, and urgency
function delay.

Since the tnrbulence provided a large disturbance to the system, it was not

necessary to model remnant and inadvertent crossfeed. The commands io the system
are simply ¢ = 0 and 6 = 0.

In order to validate the model as a predictive method, the predicticn algorithm
should be understood. The various constants and functional forms are identical to
those used in the earlier validation examples (Reference 4). The model akes the
following form for two-axis multiloop attitude control:

1. Assume a linear model on each axis with a gain, lead (for Class 1V
aircraft, 0.5 sec), and delay of 0.3 sec (this includes neuromuscular
lag which can be modeled separately if desired).

2. Assume continuot s control in single-axis tasks, split control in multi-
axis tasks. For a two-axis task, the pilot model will switch from one
axis to the other based on testing the urgency functions:

P axis controlled if and only if U_ > U

P R
3. The urgency functions take the form
. ¢e ]
= A 12
Up “I% +6|¢e|¢° (12)
Oe L]
Ug= "Ioei * "l_o;"'ae

where B is equal to zero in single loop multi-axis tasks (-his is the case
in the two-axis turbulence problem).
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4. The quantity e and its counterpart ¢ on the other axis are determined by
the display. (This is the hypothesis mentioned above: that subjective and
objective urgency must agree. )

Given the above, the model is optimized in the following manner:

(V1]

a. Optimize each pilot model gain for a continuous single-axis task.

b. Use these gains to optimize the radial error r (¢, 6)

r(4, o):\[(acte)?‘ . (uoe)é (13)

by perturbing B8 and its counterpart v.

¢. The gains should again be checked since it often occur:: that optimum
multi-axis gains are somewhat lower than single-axis ¢ptimum gains.

6. With this procedure complete, the model can be exercised to produce time
histories of all dynamic quantities, al! statistics of mean, rn s, control
episode periods, dwell fractions, and other parameters which serve as pre-
dictions of the performance of an agymptotically trained humar control'er
for any system disturbance to be modeled such as pilot perception threshold,
turbulence, or commands, both continuous and discrete, Gauss.an and non-
Gaussian.

For the two-axis attitude stabilization task in turbulence, the above algorithm
simply requires optimizing two quantities (the pilot model gains) in the separate con-
tinuous single axis tasks. Hence

Longitudinal Urgency: UP = NIOI
(14)
Lateral Urgency: UR = QM

Before examining the quantitative agreement of the mode: with the flight simula-
tion, certain qualitative similarities with the data will be discussvu. Although there
has been a wide and rapidly growirg recognition that the human pilot behaves as a time
sharing device, the sharp division between lateral and longitudinal control has not
often been directly exhibited. Two types of examples will be shown, The first illus-
tration is a trace taken during the simulation of lateral versus longitudinal stick deflec-
tion, Figure 5, Notice that nearly all stick motion is parallel to either the la*eral
or the longitudinal cont rol axes. Also note that these traces show that the pilot spent
most of his time performing lateral corrections (which is consistent with the dwell
fractions computed for this u#/a ratio of 8/1, approximately 0.75 iateral control). The
secor.d and most telling illustration of the pilot's switching from one control axis to
the other is shown in Figure 6. Here the actual strip chart record is reproduced
for a twenty-second sample of the two-axis task. The control episodes have been
marked with a step function showing the pilot's apparent control shifting. If the reader
will follow the entire record starting at time zero, the left hand side, he can compare
the alternation of the control as indicated. Furthermore, if the ¢ and 6 time series
are compared, it is clear why control shifting takcs place when it does.
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FIGURE 5. LONGITUDINAL VERSUS LATERAL STICK DEFLECTION
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FIGURE 6. CONTROL SHIFTING EPISODES IDENTIFIED FROM SIMULATOL DATA
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The most interesting comparisons are, of course, wit. the quantitative mea-
sures of the tracking performance. In the following data presentation, all tracking
errors have been normalized to gust levels of 10 ft/sec. This turbulence level is
approximately that used in both the analysis and the simulation, but statistical fluctu-
ations produce variations in the actual turbulence level for any given data run, in both
the model and the flight simulation.

The first data to be considered are an overal! comparison of tracking error
predictions and the simulation data. Figure 7 shows a plot of Jongitudinal ¢ simula-
tion data versus model predictions. The simulator data are averaged from the 30-
second tests for continuous, #/a ~ 8, and u/a - 16 tasks, while the model data were
obtained from time histories spanning 1000 seconds. Figure 8 gives a similar cem-
parison for the lateral ¢ data. The agreement here is slightly less good for the
u/a = 16 cases owing to experimental display constraints; at this urgency ratio, the
dot motions sometimes went off the display. In particular, note the extremely accu~
rate predictions for the single-axis task (squares). Since the pilot was instructed to
minimize the rms distance of the dot from the center of the display, it is of value to
compare the radial error data. This is shown for the two-axis data in Figure 9. It
should be remarked upon that this agreement between model predictions and simula-
tion data for a two-axis task rivals currently reported results in many single axis

studies.

1.0
rmsé
Line of Agreement
£ O Single Axis
g X wa -8
g +uo -6
7
- "
)
[ Lata normalized to 10, » .-
turhulence
0
0 1.9

Model
rmsé

FIGURE 7. MODEL VERSUS FLIGHT SIMULATION DATA FOR ALL
LONGITUDINAL TASKS
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Flight Simulation

Data normalized to
10 ft, sec turbulence

20
rmre
FIGURE 8. MODEL VERSUS FLIGHT SIMULATION DATA FOR ALL
LATERAL TASKS

0 Model

rms r ($,6)
i

Line of
Agreement

§

k| AN Jata normalized .0

:En 10 ft/sec turbulence

7]

&

rms r(9,0)

Mode!

FIGURE 9. RADIAL ERROR OF MODEL VERSUS FL.GHT SIMULAT!ON FOR
TWO-AXIS ATTITUDF STABILIZATION
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It is useful to examine the individuul configurations. A particular type of dia-
& -m was evolved that p.rtrays the two axis and the ur, :ncy ratio effects. An
ex, ' .natory example is siven in Figure 10, The vertical axis is lateral t: acking
error, and the horizontal axis is longitudinal tracking error. In order to see how a
particular //a rativ compares with the open-loop aircraft response and with the
continuous single-axis tracking performance, these values have been drawn as lines
of constant-tracking error on the diagram as, for example, the line labeled "open
ioop ¢." Thus the two-axis perf- rmance would be expected to fall somewhere in the
rectangle bounded by these lines. For an ur;ency ratio of zero, i.e., continuous
lateral tracking, the model prediction is the lower right-hand corner of the rectangle.
The predictions for ratios of 8 and 16 are shown and labeled with the #/c ratio. The
averaged model data are also shown and labeled.

By referring back to the matrix of lateral and longitudinal dynamics, Figure 4,
it is possible to see to what exter* ®iteral and longitudinal dynamics interfecre with
eac!, other through the pilot. The most striking example, and this is one of the most
significant findings of the study, is furnished by a comparison of 13 and 3B, Fig-
ures 11 and 12. Both of th. : configurations have the same latera’ dvnamics. R, bat
differ longitudinally. A comparison of the data shows that in 3B, iir two-axis conivnl
stays within the rectangle for urger.cy ratios of 8 and 14. However, 1n 1B the different
longitudinal dynamics result in deteriorated tracking ot a ratio of 8, and g.ossly de-
terior ated tracking at 16. The result of this {s that tusk interference ana dynamic
-1atching are important aspects of two-axis handling jualities that are see:. ‘o exist

experimentally, and are subjrcts that can be accurately predicted «1d evalu:tad by
the two-axis urgency function pilct model.

2.0

Model 2
§ o Teet ¢
§ §

: é
4 N OpemLlopg
Continuous 0\"{ J Open Loor: ¢

¢ (deg)

Open Loop¢ | : Jpen Loop @
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\“ M/a

a'
© 168 k g
- A Cemtiavous @
Wi Continuous {G; stimuoue ¢
Continuous @ | 1 Open Loop ¢
o (.)_ o (o) 1.0

FIGURE 10. HOW TO READ TWO-AXIS DATA PLATES (EXAMPLE)
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A further point to observe is that even in the configurations where the lateral
tracking error is diminished in the u/a = 16 tasks, the data still fall along the lines
of model predictions regarded as interpolations of the urgency ratios, This indicates
that when the display limit forced additional attention to the lateral task, the pilot
simply shifted his subjective urgency, i.e., his actual weighting of ¢ and ¢, thus dis-
placing the data along the urgency interpolation curves. In the other cases where the
display limit was not encountered, the data fall close to the curves., This indicates
two things: First, the pilot's subjective urgency and the objective urgency of the
actual display gains closely agree; second, the greatest source of model prediction
inaccuracy is a failure of these two urgencies precisely to match up owing to experi-
mental constraints not modeled in this example.

There is one further statistical comparison that has quite important conse-
quences to aircraft design and air safety, namely, the variation in tracking error as
shown in the performance data dispersion of the 30-second simulations. The follow-
ing Figures 13 and 14 show these 30-second data for two-axis flight simulation data
as well as 30~second model data for a comparable number of flights, The significant
feature of two-axis handling qualities that these figures exhibit is the propensity of
certain configurations to large excursions and tracking error, while others aprear
more uniform, This demonstrates a varying sensitivity to fluctuations in the effec-
tive turbulence power spectrum and probability density during the finite duration
flight histories. Here, the model and the flight simulation show a large dispersion,
with many flights performing much worse laterally than open-loop response. These

20.0

Model X
Test a

¢ (deg)
O
(x%;

0
0 ¢ (deg) 1.0

FIGURE 13. MODxL AND SIMULATION DATA DISPERSION FOR 30 SEC FLIGHTS
F-5 1B u/a = 16
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FIGURE 14. MODEL AND SIMULATION DATA DISPERSION FOR 30 SEC FLIGHTS
F-5 3B u/a = 16

effects indicate that not only do certain combinations of lateral and longitudinal
dynamics lead to deteriorated tracking errors, but to a largc scatter in the perfor-
mance as well. The actual attitude excursion encountered in examples such as 1B
could, in an actual flight, be severe enough to lead to loss of control. This effect is
totally due to the two-axis time sharing of the human controller, since such sensitivity
is not observed in the continuous single-axis data, or in other configurations involv-
ing the lateral or longitudinal dynamics that together produce these examples. Con-
sidering 1B further, Figure 15 shows the model time history of 225 seconds lateral
tracking error for continuous single-axis tracking and for two-axis tracking with an
urgency ratio of 16. In the continuous case, there is a total absence of large excur-
sions, while in the two-axis history large fluctuations occur in local tracking per-
formance as well as numerous severe sudden excursions.

TWO-~AXIS ATTITUDE STABILIZATION OF THE YF-17 IN TURBULENCE

In April 1975, the Northrop multi-axis pilot model was further validated through
flight simulation of the YF-17 using the fully general aircraft model on the Northrop
LAS/WAVS flight simulator. There were three objectives of this study:

e Demonstrate the generality of the Northrop pilot-aircraft model

e Validate the model for external visual flying

¢ Evaluate the importance of modeling visual deadbands.
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FIGURE 15. LATERAL TIME HISTORIES FOR SINGLE AND TWO-AXIS
TURBULENCE TRACKING OF B LATERAL DYNAMICS

The aircraft model included all nonlinear aerodynamics terms and parametric
table look-ups as well as the nonlinear control system including automatic flap setting.
The cockpit was used with no change from the YF-17 configuration, including stick
gradients and all functioning instruments. Dryden turbulence was generated for °*
lateral v and longitudinal w gusts, and stabilization flights were of thirty-second
duration.

In order to incorporate visual deadband in a realistic manner, the wide-angle
visual-system earth-sky projector projected a horizon of mountainous terrain. By
having the pilot (a former U,S. Navy test pilot) attempt to hold zero roll angle, the
presence of visual deadband could be both demonstrated and measured from the strip
chart recordings., This deadband then was mechanized into the pilot model as an
inequality test, not as injected white noise. In this way, the model of the deadband
preserved the dynamic characteristics of the actual flight simulation as well as led to
the correct statistics.

The model of the piloted YF-17 was exercised by inserting the pilot model into

the simulator computers, a small modification. Flights simulations were completed
for single- and two-axis tasks at six flight conditions as shown in Figure 16,
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FIGURE 16, YF-17 FLIGHT CONDITIONS STUDIED

Plots of model versus flight simulation for the single-axis tasks are given in Fig-
ures 17 and 18, where the lateral model data have been completed using the deadband,
3 degrees. The data for the two-axis tasks are shown in Figures 19 and 20. The
close agreement of these data between the model and the flight simulation validates
the model, including the visual deadband. Computations of the model without the
deadband agree poorly for the flight conditions of high dynamic pressure where the
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FICURE 17. LATERAL TURBULENCE TRACKING OF THE YF-17 SINGLE AXIS
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FIGURE 19. LATERAL TURBULENCE TRACKING OF THE YF-17 TWO-AXIS
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FIGURE 20. LONGITUDINAL TURBULENCE TRACKING OF THE YF-17 TWO-AXIS

turbulence disturbances are low, being roughly one-~fifth to one-quarter of the dead-
band model values. The effects of dispersion between the data of the thirty-second
flight identified in the study of the F-5 in turbulence also show in the flight conditions
of the YF~17 at low dynamic pressure. The data from the individual flights are pre-
sented for the six flight conditions in Figures 21 through 26.
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APPLICATIONS

Since these methods of digital simulation and multi-axis pilot models allow large
scale maneuvers to be studied as the closed loop nonlinear and time-varying problems
that they are, there are a large number of applications which can be undertaken.
Northrop is currently working on several major examples, and further work will in-
clude the following problem areas.

Weapon Delivery

Both air-to-air and air-to-ground problems can be studied. In dive bombing,
for example, the analysis includes target acquisition, roll-in, acquisition of the glide
slope, tracking using the weapon sight, intense but briefly unstable attitude rate
stabilization prior to v-eapon release, and pull up. The entire maneuver can be digi-
tally ""flown'" many times in the presence of the realistic environment of low level
turbulence at:1 pilot induced system noise, and the statistics of impact error produced.

Landing Approach

The aerodynamics of landing approach are not well represented by constant
coefficient linear uncoupled dynamics. Furthermore, the ianding task in the presence
of low level turbulence make the use of the exact nonlinear models of the problem
necessary. Much has been learned from linear methods about the form of the control
strategy that the pilot must use, and the study of the behavior of the multi-axis pilot
model can utilize this information to produce a comprehensive analysis of the entire
maneuver.

Coordination of Analysis and Flight Simulation

The multi-axis pilot model technologies developed at Northrop will not replace
piloted flight simulation, but in fact can be uscd to greatly improve its efficiency. Not
only will consistent analytical and experimental results give greater credibility to both,
but the ability to screen away needless experiments by analysis will also improve the
overall efficiency of aircraft evaluation and design.

Loss of Control at High Angles of Attack

Once aerodynamic descriptions of this flight condition are determined, the non-
linear and time-varying modeling capabilities of the Northrop methods can be immedi-
ately applied. The multi-axis pilot models required will be similar to the ones de-
veloped for attitude stabilization. As an example, consider Figure 27. This is the
time history of one axis of a two-axis attitude stabilization problem. The system re-
mained well-behaved for 120 seconds at which time task interference effects couplec
through the pilot model caused a sudden divergence of the system in .3 seconds.
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FIGURE 27, SUDDEN LOSS OF CONTROL IN A TWO-AXIS TASK

FUTURE RESEARCH

Apart from continuing work in the areas of the applications discussed above,
Northrop is pursuing further development of the basic methods of dynamically model-
ing human factor pilot model components, The current work addresses the items
indicated in Figure 28, which is regarded as the complete pilot model.

O S U
OBSERVER ESTIMATOR DECIDER COMPENSATOR ACTUATOR
VISUAL PRESENT STATE TASK ADAPTIVE GAIN DISPLACEMENT
o DISPLAYS FUTURE STATE o M;T[TNDED o LEARNING FORCE
o EXTERNAL o ESTIMATION STATE o DITHER NCERTAINTIE
] I
AcC o PERCEPTION ERROR STABILITY o STATE CHANGE Y ) ns
DISPLAY el ACUITY sl & PROCESSING o ATTENTION pmap{ TPANSIENTS g  ® :%;@‘,,CE "’t?o%uots
MOTION UNCERTAINTY DELAY PRICRITY
LEAD FORCE
ILLUSION o ATTENTION o
SHIETING MULTILOOP o SUBJECTIVE
INERTIAL Tt FOACE
o VESTIBULAR HYSTERESIS
AESPONSE
WASHOUT

FIGURE 28, TOTAL PILOT MODEL

These five areas of observation, estimation, decision, compensation, and
actuation all contribute significantly to the total pilot-aircrait interface. Since only
the compensation block lends itself to linear analysie, describing function and optimal
control approaches to pilot modeling have been mainly confined to this area. The
other functions have been traditionally relegated to a lumped method of degrading the
model performance to emulate deteriorated tracking scores through the injection of
noise to the model's output. The Northrop time domain pilot model, on the other
hand, allows all relevant nonlinearities and time dependent functions of the pilot to be
directly represented. The further development of decision algorithms to model
attention shifting behavior is currently being performed for several combinations of
multi-axis dynamics. Estimation and observation include both the evaluation of
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perception position and rate uncertainties and thresholds. Adaptive algorithms to
represent the gain optimizing capability of the pilot are also under investigation.

CONCLUDING REMARKS

A comprehensive context for flying qualities prediction and evaluation has been
evolved in order to achieve sufficient generality of both pilot and aircraft. Rased on
the methods of digital simulation, the central part of t! : technology is the develop-
ment of multi-axis time domain pilot models which include not only the features of
dynamical compensation and human factors data relating to human observation and
estimation, but decision and evaluation capability as well,

In order to validate the decision models for attitude stabilization in turbulence,
analytical and experimental research was completed using fixed and moving tase
flight simulation of F-5 and YF-17 aircraft. The pilot-vehicle system model was
adjusted by optimization either before, or independent from the corresponding
flight simulation. In this way, the predictive capability of the method was demon-
strated. The time domain statistics predicted by the model closely matc® 4 the
experimental data including the episodic control shifting characteristics or the
multi-axis human controller. Moreover, an important new aspect of multi-axis
flying qualities, cross-task resonance, was identified and reproduced analytically.

As a result of this validation study, the importance as well as the practicality
of the basic methodology has been demonstrated. General applications are now
possible, and basic research into the decision models for piloted control tasks will
include weapon delivery, loss of control at high angles of attack, approach and land-
ing, and dynamic pilot-aircraft interface matching of the longitudinal with the lateral-
directional dynamics of the aircraft.
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TELLING A COMPUTER HOW A HUMAN HAS ALLOCATED HIS

ATTENTION BETWEEN CONTROL AND MONITORING TASKS™

Kenneth D. Enstrom William B. Rouse
John Deere and Company University of Illinois
Moline, Illinois 61265 Urbana, Illinois 61801

SUMMARY

The computer's knowledge of how the human has allocated his attention
is posed as an important issue in the design of human-computer systems rhere
the two decision makers have overlapping responsibilities. It is argued
that it is *nappropriate to require the human to continually tell the compu-
ter how he has allocated his attention, Instead, a computer algorithm
employing fading-memory system identification and linear discriminant
analysis is proposed for real time detection of human shifts of attention
in a control and monitoring situation. Experimental results are presented
that validate the usefulness of the m:thod.

INTRODUCT. IN

While many processes can be completely automated and thus, no longer
require a human as part of the system, there is a large class of processes
where only partial automation is possible and require that the human remain
part of the system. Thus, a human-computer system is formed. One of the
most important issues in the design of human-computer decision making
systems is the allocation of decision making responsibility (1]. 1In many
cases, where the human and computer have overlapping abilities, it seems
desirable for them to have overlapping responsibilities [2]. Thus, allo-
cation of decision making responsibility becomes situation dependent in
that a particular task is assigned to the decision maker who, at the moment,
has the time to allocate to the task in question. The main shortcoming of
this approach is the possibility of conflicts in the sense that the two
decision makers lose track of what each other is doing which results in neir
competing to perform tasks. Such competition can have disastrous effects
on performance [3]. ’

An intuitive solution to this problem is to have each decision maker
tell each other of their actions. This may be reasonable from the computer's i
point of view, but such a dialogue might significantly increase the human's
workload and subvert the main reason for utilizing the computer. Thus, we
need some method for determining what the human is doing without continually
asking him.

*
%uggggted by the U, S, Air Force Systems Command under Contract F33615-73-
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This paper considers this problem in the context of a control and moni-
toring situation. As an example, in an aircraft, the pilot's control task
is maintaining attitude, altitude, heading and speed while his monitoring
task involves maintaining his knowledge of the state of his numerous sub-
systems (i.e., electric, hydraulic, etc.). Assuming a computer system was
available for aiding the pilot in detecting and perhaps correcting changes
in subsystem states, then the computer would require a knowledge of the
pilot's perception of sub-system states. Otherwise, they might individually
initiate actions that would jointly be counterproductive or perhaps disas-
trous.

We couuld easily develop other examples for various human-vehicle
systems. However, we will jump immediately to the essence of the problem.
The basic question is: How can the computer determine that the human has
2 located to his monitoring task a portion of his attention in excess of
what is needed merely to scan the monitoring situation?

This paper proposes a method for real time detection of how the human
has allocated his attention., The method utilizes a fading-memory system
identifier in conjunction with a linear discriminant function to detect
changes in the dynamics of the control situation that indicate a shift in
the human's allocation of attention in excess of what is expecied with
normal scanning. We will now proceed to discuss the method in detail and
consider experimental results that validate the usefulness of the method.
The interested reader can find more detail in Enstrom's thesis [4].

APPROACH

Considerable research has been devoted to the study of manual control
systems and the identification of the human's dynamics (i.e., rransfer
function or state model) in control situations f5,6]. We require a method
that can operate in veal time on a digital computer and successfully identify
time-variations in system parameters. A fading-memory least-squares identi-
fication algorithm was chosen.

The human plus controlled process were modeled as a discrete lincar
system using

X(k + 1) = (k) + I U(K), (1)

Z(k + 1) = H X(k + 1). (2)

where X 1s an n state vector, U is a p input vector, ¥ is an n X n state
transition matrix, ' is an n X p disturbance transition matrix, and H is
an m x n matrix. Following lee [7], these two equations may be rransformed
into a canonical form, and then, assuming a single-input, single-output
system, into a difference equation of the following form.
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Z(k) = £ - a, Z(k - 1) + bi Uk - 1) 3
i=1

In matrix notation, this equation becomes
Z(k) =Sk - 1)'¢ (4)
where S(k - 1)" = [Z(k ~ n) ... Z(k - 1) U(k - n)... U(k - 1)] and

¢ = [-an eee -y bn ves bl]. By minimizing the squared model estimation

error, the model parameter vector 3 is iteratively estimated using

Bk + 1) = d(k) + D(k)[Z(k + 1) - S(k) ‘B(k)] (5)

where
D(k) = P(k) S(k)[S(k)'P(k) S(k) + 1:]’1 (6)
P(k) = P(k - 1) - D(k - 1) S(k - 1)' P(k - 1) (7N

Initially #(0) = 0 while P(0) is usually set equal to an arbitrarily large
disgonal matrix.

In order to assure unbiased estimates, the method requires tha d be
updated only after every n inputs, where n is the order of the diff ‘ence
equation model. (This avoids biases due to correlated residuals). . further

modification reflecting this requirement produces the following set of equa-
tions.

3[(k + 1)n] = 3 (kn) + D(kn)[Z(kn + 1) - S(kn) " & (kn)],  (8)
where
D(kn) = P(kn) S(kn)[S(kn) " P(kn) S(kn) + 1]'1, (9

P(kn) = P[k(n - 1)] - Dlk(n - 1)] slk(n - 1)]° Plk(n - D]. (10)

The application of these equations will identify single-input, single-
output time invariant systems. However, the method must be modified if
systems with time-varying parameters are to be identified.

A slight modification of derivations by Mendel (8] and Morrison [9]
allows the identification error vector at time j, E(j), to be multiplied
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by a weighting vector at time j, W(j), so that the new squared error cerm to

be minimized is [W(j)” E(3)]" [W(j) " E(j)]. The vector W(j) is formulated
from the relationship

(11)

where p is alvays less than or equal to 1.0. By making p less than 1.0,
recent errors have a greater influence than old errors in the formulation
of new model parameters. Errors are forgotten as the weighting coeffi-
cients asymptotically approach zero. Applying these concepts, the final
algorithm equations are

3Lk + 1)n] = 3 (kn) + D(kn)[Z(kn + 1) - S(kn) " @ (kn)], (12)

where

D(kn) = P(kn) S(kn)[S(kn)  P(kn) S(kn) + pz“]'l (13)

P(kn) = '%H Plk(n -~ 1)] - plk(n - 1)] slk(n - 1)]” Plk(n - 1)]]. (14)
p

Throughout the remainder of this paper, the term p2n will be referred to
as the memory coefficient.

Given that we can adaptively identify the dynamics of the human plus
controlled process, we need a method of determining when the dynamics
reflect shifts of attention. The method chosen was linear discriminant
analysis [10].

Assume that we have events that fall into two classes and that for

each event j, we have m measurements denoted by y j? i=1,2, ..., m,
Then the class to which a particular event belong& can be determined using

cj = o+ Blylj + Szyzj + o0 + Bmynd (15)

where ¢, = 1 denotes membership in class 1 while ¢, = 2 denotes membership
in clan! 2. 1f we know the classes to which ¢ evelts belong, then the c,,
j=1,2, ..., 4 are determined and B4, 1 = 1, 2, ..., m can be determin‘d
if £ 2 m.

First, the measurements are normalized using

107

T T




£
Ve, =Y., Ly (16)
ij ij Ll + 12 5=1 ié
1 £
¢. =c, - L ¢ (17)
j j Ll + ;&2 =1 §

where L., is the number of events which belong to class i,

Next a set of
simu?! tafieous linear equations are formed

. ~ -~ ™ w o “1

n Y1 R fml B ¢

]

Y12 Y22 ' P, €2 (18)
' e ' ' =1

' ~ ) ] ]

! ~ [} ' ]

' PO | i '

Vi, cmemmmm e =¥ ;] ¢

or, more compactly,

tp=t. (19)
The least-squar: ;3 solution is the familiar
B=GE Hlic. (20)

Tatsuoka discusses issues such as whether or not two classes are signifi-
cantly different and the determination of the probability of class member-
ship. The interestnd reader is referred to reference 10.

The above {dentification/discrimination methodology is proposed for
determining ".ow the human has allocated his attention. The following dis-

cussion of experiments will detail the specifics of the method's implemen-
tation.

EXPERIMENTS

Three exnariments were designed to test the proposed identification/
discrir‘na'ion method. While the first experiment tested the scheme's
general ubility to detect extreme changes in subject tracking dynamics, the
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conditions of the second experiment were chosen to represent more realistic
situations and test the method over a vange of dynamic systems. The last
experiment was closely controlled to provide data from a group of well-
trained subjects.

An identical testing setup was used in all of the three experiments.
A one-dimensional pursuit tracking task was displayed in the vertical
direction on a CRT. (See Figure 1), The CRT was a Hewlett Packard model
1310A, with a screen size of 38.1 X 27.9 cm. A PDP-11 was coupled with a
custom built graphics display unit to drive the CRT display. A two axis
displacement joystick from lMeasurement Systems Inc. (model 521) provided
the means for controller input. Later, when side tasks were added to the
tracking task, the subjects' answers were entered via a keyboard unit from
an Infoton Vistar II terminal. To simplify the operation of the keyboard,
the unneeded keys were covered and the carriage return button, which was
used to signal the completion of data entry, was extended for easy location.
(See Figure 2.) All of the tracking tests were five minutes in length.

The displayed input symbol was a square of size 0.68 cm per side, and
the output symbol was a cross of similar size. (See Figure 3,) The subject
was instructed to move the joystick so as to match the cross's position as
closely as possible to that of the moving square. The input path was gener-
ated by passing gaussian white noise through a second order filter. A
sampled-data second order filter (4t = 0.10 sec), with a gain of 1.0,
natural frequency of 1.0 radian per second, and a damping ratio of 0.5 pro-
duced an input path (filter output) with a standard deviation of 447 screen
units. The screen coordinates in the vertical direction were -2047 to
+ 2047. The same input path was used for all tests and the square's posi-
tion was always updated at a rate of ten times per second.

The joystick range was plus and minus 30 degrees from the vertical
position with the full range of the joystick matching the full range of
the screen coordinates. The joystick gain was 68.2 screen units per degree;
that is a one degree movement in the joystick resulted in an input change
of 68.2 screen units. Two stable and two unstable control dynamics were
selected for use in the experiments. (See Table 1.) The joystick was of
negligible mass and was originally operated without spring resistance. The
update frequency for the cross was 10 times per second for experiments one
and two but was changed to 20 times per second for experiment three. Also,
a light resistance spring was added to the foystick and controller gain was
increased from 1.0 to 2.0 for experiment three.

In the first experiment, one subject was tested with two different
controller dynamics. Both tests consisted of alternate periods of normal
tracking and periods of no tracking, where the joystick location was kept
stationary. In the first test, the subject used a type 2 controller (see
Table 1), to track for 60 seconds intervals, with dead times between these
periods of 10, 20, and 30 seconds. The second test was performed with a
type 1 controller. After a 60 second period of continuous tracking, the
remainder of the five minute trial consisted of alternate periods of 30
seconds tracking and 5 seconds of dead time.
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INPUT CONTROL DYNAMICS

TABLE 1

R

v

Sampling
System Parameters Period |[Joystick
Type 1 5 K K=l w =7.8 (=.371 4t=0.1 |INo Spring
(s/w ) + [(2cs/w_) + 1]
n n
Type 2 > K K=1 @ _=1,60 ¢=.37] 4t=0.1 [No Spring
(shw ) + [@gshw) + 1]
Type 3 K K=1 At=0,1 [No Spring
8 = 005 *
Type &4 X K= 2 At=0,05 |Spring
P s - 0.5 ‘
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After testing the identification scheme with these extremely large
changes in subject control dynamics, a more realistic side task replaced the
dead times. An arithmetic problem requiring the multiplication of two
numbers was chosen as the secondary task. The subject's answer to the
problem was entered on the specially designed keyboard (see Figure 2).
To minimize the physical activity associated with the side tasks, the
data entries were made without removing eye contact from the CRT screen.
Each subject was trained on the keyboard to insure familiarity with its
operation before any side task tests. All of the subjects tested were
right handed and each controlled the joystick with his right hand and
operated the keyboard with his left.

The side task was introduced to the subject by displaying it on rhe
CRT tracking screen. (See Figure 4.) When the side task appeared, the sub-
ject had been instructed to compute the answer and enter it on the keyboard
at a self-paced rate that would eliminate mistakes. The multiplication
problem was displayed until the return key was hit, signalling completion
of the data entry. To prevent unreasonably long reaction times or neglect
of the main tracking task, subjects were scored on both RMS tracking error
and the average reaction time to complete the real side tasks. Peer pressure
due to the posting of results appeared to serve as ample subject motivation.
To control the difficulty of the side tasks, each multiplication included
a two digit number and a one digit number; forming a three digit product
less than 250.

The scanning required to detect and interpret a side task would require
a short attention shift before mathematical calculations were begun. To
determine if the scanning effect resulted in significant changes in the
control dynamics, "artificial" side tasks were algo used. An artificial
side task differed from a real side task by using a "K" rather than an 'X"
for the muitiplication sign. (See Figure 5.) The artificial side tasks
would still require visual scanning, but would not necessitate mental
attention after the text was recognized as a false command. These tasks
were automatically erased after being displayed for five seconds. Three
actual side tasks were included in each five minute test - always at times
2, 3, and 4 minutes. Since the subjects of the third experiment were only
exposed to two side task runs, it is unlikely that the timing of the tasks
would have been anticipated by the subjects. Twelve artificial side tasks
were randomly distributed throughout the five minute tracking period, with
one restriction: artificial sidc tasks would always follow real side tasks
by a sufficient amount of time to guarantee completion of the real task
before the introduction of an artificial one. See Table 2 for a summary
of the side task times, types and screen locations.

In the second experiment, two subjects were tested with three sets of
control dynamics. For each dynamic type, both subjects were run with and
without side tasks. The normal tracking task was run first to familiarize
the subject with the system dynamics and allow him to devise a satisfactory
operating strategy. Then, within a fifteen minute period, a second test was
run with the same control dynamics and the predetermined side tasks. Side
tasks with different arithmetic problems were used on successive tests.
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Figure 4. Tracking with a real sidetask.

Figure 5.

Tracking with an artificial sidetask.
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TABLE 2
SIDE TASK INFORMATION

> Number Type Position
X Y
_ 4.720 15 K 2200 1500
_ 4.bbh 14 K 700 1800
4 |_ 4.000 13 X 3000 300
_ 3.860 2 K 3100 3500
_ 3.750 11 K 1200 700
_ 3.470 10 K 2300 2500
3 |_ 3.000 9 X 1000 2200
_ 2.720 8 K 100 1800
_ 2.500 7 K 3000 1500
2 |_ 2.000 6 X 2100 2800
_ 1.720 5 K 1000 1500
_ 1.250 4 K 3000 2000
1 -—
_ 0.805 3 K 50 50
: _ 0,416 2 K 500 3000
: _ 0.278 1 K 2200 500
]
oL
i
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Four subjects were carefully trained on control type 4 for the last
experiment. Four practice trials of straight tracking were snaced within
a three day period. After the fourth trial, the subjects were tested again
with side tasks. The initial reactions to the side tasks weve more drastic
than anticipated. Several side task errors occurred, while one subject lost
control of the output cross, causing the coordinates of the creoss to exceed
the boundaries of the CRT display area. For this reason, these side task
trials were duplicated on the following day with different arithmetic
probleims. Subject number three was run a third time, due to an error
resulting in loss of tracking data.

RESULTS

The raw data collected from each experimental trial consisted of the
input and output signals for the tracking tasks and, when side tasks were
included in the trial, start and completion times for each task.

Results of the first experiment proved that the identification/
discrimination method was capable of adapting to unrealistically large
changes in the control system. The two data sets were analyzed using a
second vrder difference equation model and a range of memory coefficients.
Substantial changes occurred in the model's four parameters directly corres-
ponding to the dead periods of joystick control. An identification memory
coefficient of 0.96 produced model parameter changes that were easily
detected by visual inspection of time plots of the parameter values. Since
the conditions of this experiment were oversimplified, further analysis
was not pursued.

The remaining discussion of side task detection will be divided into
two aveas. First, the parameters of the identification scheme (i.e., model
order and memory coefficient) will be discussed. Then, the application
of the linear discriminant function will be considered. The tracking and
side task data from experiment two is the basis of these discussions,
Finally, we will discuss the results when the data from the third experiment
wvas processed according to the fiundings from experiment two.

The difference equation model order, which was arbitrarily set to
two for experiment one, was studied by forming control models of orders
one thru five for the six non-side task tracking data sets from experiment
two. The outputs from these models were compared to the real output values
to determine an RMS fitting error. The identification model memory
coefficient vas set to 1.0 for this analysis since side tasks were not
used, producing fairly constant system parameters. As «xpacted, the
fitting error decreased with increasing model order. Trade-offs between
accuracy and feasibility for use in real time applicacions resulted in a
compromise.. selection of a second order modal.

To adaptively identify time-varying system paramsters, a memury
coefficient less than 1.0 was required. As the coefficient was decreased,
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changes in the system would affect this identification scheme quicker.
However, noise and inaccuracies would also increase with smaller memcry
coefficients. Thus, a tradeoff was necessary between identification ce-
sponse time and the accuracy of the results. 7To determine a suitable

memury coefficient, the RMS fittinyg error was determined for side task

data runs from experiment two with memory coefficients of 1.00, 0.95, 0.90,
0.80, and 0.70. The fitting error decreased as the memory coefficient

was reduced and then started to increase with a coefficient of 0.70. A
value of 0.90 was selected since memory coefficients less than 0.90 produced
eratic parameter values - even for non-side-task tracking periods.

Now chat a seccnd order model and a memory coefficient of 0,90 have
been established, the use of discriminant analysis to detect control system
changes will be discussed, A reasonable first choice of discriminant
measures was the four parameters of the model, (i.e., the four cnefficients
of the second-order difference equation). If changes in these parameters
were linearly related to side task attention shifts, the discrimina-+
function would be able to detect the side task periods. Visual exam’nation
of the parameter vs. time plots indicatcd that absolute changes in the
parameter values did not always correlate well with the side task times.

A measure representing the relative changes of the parameters was proposed
to correspond more consistently to the side task periods. A long term
average of each parameter was calculated and, by comparing the current
parameter value to the long term reference value, relative changes were
measured. By summing the relative changes over shcrt periods of time,
four more discriminant measures were formed. A final measure was added

to the group of eight properties by forming an average of the squared
tracking errors.

Now we will consider the effects of some of the variables associated
with the detection scheme. Such variables include the window size used
in the formation of the long term parameter reference values, the relative
measure window size, and tlie a priori probability associated with each
classification type. Then, we will consider the acheme's ability to use
a single set of sample class measurements to analyze trial data runs within
subjects and across dynamics - and within dynamics and across subjects.
The scheme's performance with fewer discriminant measures is also of
interest.

We have not attempted to determine the optimal settings for the
identification/discrimination scheme. Instaad, our efforts were aimed at
showing some overall trends and characteristics associated with the side
task detection algorithm. In many cases when ths effect of a single
variable was analyzed, the effects of all other variables were assumed
to be independent.

long term reference window sizes of 10.0, 20.0, 25.0, and 30.0 seconds
were considered. Fixing the probability of a side task event at 0.05 and
a rela’ive measure window size of 6.0 seconds, we found that a reference
wvindow size of 25.0 seconds was the only value that detected every side
task, and resulted only in false alarms that could bLe related to artificial
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side tasks.

Relative window sizes of 4.0, 6.0, 8.0, 12.0 and 20.0 seconds were
considered. Although the results did not show any one window size to be
consistently superior to the others, a window size of 8.0 seconds normally
produced side task detections with a greater degree of certainty than the
others.

The discriminant function requires an initial probability guess for the
likelihood of an event being from one of the two classes. As the proba-
bility estimate of an event's occurrcace is decreased, the discriminant
function will predict a lesser number of events for that particular class.
Data from experiment two was analyzed using probabilities of a side task
event equal to 0.50, 0.10, 0.05, and 0.01. We found that a probability
of 0.05 resulted -aly in false side task detections that were possibly
related to an artificial side task, and the one real side task detection
that was missed was also missed with values of 0.10 and 0.01.

Until this point, the discriminant function learning samples were
formed from the same data file that was to be analyzed. Possibly the
similarity among subjects and/or dynamics was great enough to permit the
use of one set of discriminant function coefficients in the analysis of
different experimental trials. Because experiment two used only two
subjects, but three different controller dynamics, this data will be
analyzed across the dynamics, but within each subject. Individual learning
samples were summed together making one large learning file. The results
of these tests are shown in Table 3. Overall, the detection algorithm
did not work very well across the different dynamics used in this inves-
tigation. However, note that in both subject sets the controller type 2
run was _dentified far better than the rest. Possibly the discriminant
function fer this control system was near the average of all three.

Nine measures were used with the discriminant function to take full
advantage of as many measures as seemed reasonable. The number of
measurements required to make detections was considered by analyzing the
same sets of data with a decreasing number of measures. In each reduction,
the poorest remaining indicator was dropped. The average order of impor-
tance of the measures from experiment two were as follows:

Order of Measure

Importance Number Description
1 7 Relative Change of Megsure No. 3
2 6 Relative Change of Measure No. 2
3 3 Input Value 0.2 Seconds Ago
4 8 Relative Change of Measure No. &
5 5 Relative Change of Measure No. 1
6 2 out Value 0.2 Seconds Ago
7 4 Input Value 0.1 Seconds Ago
8 1 Output Value 0.1 Seconds Ago
9 9 Tracking Error Squared
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TABLE 3

[
[P S

RESULTS OF USING SAME DISCRIMINANT FUNCTION
ACROSS DYNAMICS, WITHIN SUBJECTS

Subject Controller Number of 2 Second Number of 2 Second
Intervals Detected Intervals Falsely
During Side Task No. Detected
Number Type — .
1 2 3 Total R.A.S.T.%
1 1 3 0 0 0 0
1 2 6 1 6 0 O
1 3 0 0 1 0 0
2 1 0 2 3 0 0
2 2 6 8 4 0 0
2 3 0 0 0 0 0

*
Number related to artificial aide task

TABLE 4

EFFECT OF REDUCING THE NUMBER OF DISCRIMINANT FUNCTION PROPERTIES

Subject 1 1 1 2 2 ) 2

Controller 1 2 3 1 2 3
Type

Number of Number of 1wo Second Intervals tecte ring e Tasx Number

Propertie 1 2 341 2 3}J1 2 3}1 2 3)J1 2 3|1 2 3
9 6 2 0|6 4 8 (4 & 5|4 8 3 )4 7 518 0 5
8 0 0 0}3 1 4}J4 5 5|58 3|56 5]9 0 ¢4
7 0 001}J3 1 41)4 5 51)4 8 21§56 5]9 0 4
6 0 003 1 413 4 3|58 21|5¢6 5 |8 14
5 0 0 04 0 4|4 & 314 8 2|56 41181 3
4 0 0050 2})j00 3}4 8 2|56 3|3 03
3 0 0050143038 701|121}~ ~ -
2 0 00j}0 0 O0}3 03|86 0jJj0 21¢jf=- - =
1 0 0 0j0o 0 0}3 03186 01020} « =
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Three important points should be noted about the order of the above
property list. First, the relative measure of each property was always a
better indicator than the absolute property measure. Note also that of the
first five important properties, four of them were relative measures.
Secondly, the error squared term which was initially thought to be a good
indicator was the poorest. This result was not too surprising after review-
ing the circumstances. The error is not only a function of the subject's
output position, but also a function of the input position of which the
subject has no control. The final point is that the most important variable
was the relative change of the measure related to the input value of 0.2
seconds ago. Since the normal reaction time delay for a human controller
is in this range, we might conjecture that the subject's time delay is
affected during shifts of attention., The results of reducing the number
of discriminant function measures appear in Table 4. Of the six data sets
tested, four of them were still successfully processed using only five
properties. Note that the other two data sets contained side tasks that
were not detected with the total nine properties.

Now data from the third experiment will be analyzed using the algorithm
parameters (i.e., model order, memory coefficient, window sizes, etc.) deter-
mined from the data of the second experiment. Summarizing these parameters,
the final side task detection algorithm identified four parameters of a
second order difference equation model using a fading-memcry identification
method with a memory coefficient of 0.90. The four model parameters plus a
relative measure of each parameter's changes plus a tracking error squared
measure were utilized by a linear diseriminant fuuction which was 'traiued"
with sample data from each of the two classifications.

The general results of experiment three are shown in Table 5. Ncte
that every real side task was detected, and ali other side task predictions
were possibly related to artificial side tasks. Thus, the results of
experiment two appear to be applicable to at least some additional control
systems with different subjects and different controller types.

The data from experiment three was also used to consider the side
task detection algorithm's ability to process data across subjects within
the same dynamics using a single learning classification sample group.
These results appear in Table 6. The method seems to work reasonably well
for different subjects using the same dynamics. Notice that only one real
side task was not detected, and the only false detections were again
related to artificial side tasks. This is somewhat surprising because, the
four subjects did not have similar tracking skills - one was uuch better,
while one was consistently poorer.

Finally, the algorithm's ability to operate in real time was examinec.
Using a DEC-10 computer, 3.917 cpu seconds were required to initialize ,
variables and read in the raw tracking data from a five minute trial. The :
time required to form the eight measurements (the squared error term was ’
not used), and make predictions with predetermined discriminant coeffi-
cients was 6,333 cpu seconds, Real time use appears to be highly supported, %
since only about ten cpu seconds were used to process a total of five E:
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TABLE 5

GENERAL RESULTS OF EXPERIMENT 3

e

Subject Controller Number of 2 Second Number of 2 Second
Intervals Detected Intervals Falsely
Number Type During Side Task No. Detected
1 2 3 Total R.A.S.T*
3 3 6 5 6 0 0
4 4 6 4 10 2 2
5 4 6 4 3 2 2
6 4 5 11 8 0 0
[}

%*
Number related to artificial side task

TABIE 6

RESULTS OF USING SAME DISCRIMINANT FUNCTION

FOR ALL SUBJECTS IN EXPERIMENT THREE

Subject Controller Number of 2 Second Number of 2 Second
Intervals Detected Intervals Falsely
During Side Task No. Detected
Number Type
1 2 3 Total R.A.S.T*
3 4 6 3 5 3 P
4 4 4 0 9 0 0
5 4 6 4 2 3 3
6 4 5 7 5 0 0

*Number related to artificial side task

121




minutes of tracking data. Assuming a PDP-11 to be five to ten times slower
than a DEC-10, a PDP-11 or other similar sized computer could also be used
for real time application of the detection algorithm.

CONCLUSIONS

If a human and computer are to successfully interact in situations
where they have overlapping resvonsibilities, they need to know what each
other is doing. However, it is unreasonable to require the human to con-
tinually inform tae computer of his actions. A method is nzeded for the
computer to detect what the human is doing.

Th.s paper has considered human-computer interaction in couctrol and
monitoring situations and proposed a method utilizing a fading-memory
system ldentifier and linear discriminant analysis that allows real time
prediction of how the human has allocated his attention between the control
and monitoring tasks. Experimental results have validated the usefuluness
of the method.

To actually implement the method in, for example, an aircraft or space-
craft, further research is needed to develop heuristics for handling problems
such as periods when the human completely stops tracking. Multi-class
discriminant analysis and perhaps some nonlinear method might be appropriate
to this problem.

The proposed method may also be useful as a research tool for those
investigating motor skills or attention allocation. Such research would be
of use in interpreting the outputs of multi-class discriminant analyses.

To conclude, we have posed what is a very real problem in the design
of human-computer systems. Our solution, in the context of control aud
monitoring situations, appears feasible in a real time setting, but requires
more development work before actual implementation.
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THE USE OF EVENT-RELATED-POTENTIALS IN THE ENHANCEMENT
OF SYSTEM PERFORMANCE*

By Christopher Wickens, Jack Isreal, Gregory McCarthy,
Daniel Gopher and Emanuel Donchin

Cognitive Psychophysiology Laboratory
Department of Psychology

and Aviation Research Laboratory

University of Illinois

ABSTRACT

Advancing computer technology has facilitated the implementation of
on-line adaptive man-machine systems. In these systems, computer decisions
based on information concerning the state of the operator can affect the
nature of the man-machine interaction. Some limitations of performance
measures as sources to provide information to the computer are presented,
and it is argued that these limitations are particularly restrictive when
the information concerns selective attention in a monitoring task, or the
assessment of residual attention. It is suggested that psychophysiological
measures such as the event related cortical potential (ERP) may be utilized
to bypass these limitations. The characteristics of the ERP and experimental
demonstrations of its sensitivity to attentional manipulations are described
and a program of relevant research is then outlined. This includes a des-
cription of a pilot investigation of the relationship between the ERP to
auditory probe stimuli and the workload demands of a two dimensional track-
ing task.

PSYCHOPHYSIOLOGICAL MEASURES IN THE ADAPTIVE MAN-MACHINE SYSTEM

The remarkable developments in mini- and micro-computers is transform-
ing the design of man-machine systems. The computer industry is producing
smaller, faster and more economical computers. It is, therefore, increas-
ingly easier to incorporate computers as control components in man-machine
systems with striking effects on the flexibility of the systems. Most
notable is the increasing prevalence of adaptive systems. In these the
computer can affect the nature of the man-wmachine interaction by implementin,
dynamically, an optimizing algorithm. System behavior can be adjusted to
the continually changing states of the operator, the environment and to the

*This research is sponsored by the Cybernetic Technology Office of
ARPA monitored by ONR thru Contract number N-000-14-76-C-0002, (Principal
Investigator, E. Donchin).
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interaction between the two. This flexibility depends on an exchange of
information between the operator and the machine. Within the framework of
a computer based system it is possible to conceive of novel channels of
communication to supplement conventional display and control interfaces.
This report describes a program, which is one of several Biocybernetic
programs supported by ARPA's Cybernetic Technology Office, which seeks to
develop such a communication channel utilizing information which can be
derived from brain-waves.

The environment for which we developed these channels is exemplified
by the hypothetical high performance aircraft with on-board computer facili-
ties represented in Figure 1. The conventional Display, Pilot, Control and
Plant components are supplemented by various performance aids which can be
implemented or adjusted on-line. These may consist of the addition or
removal of predictive display information, an alteration of the Control or
Plant dynamics along various axes or perhaps the assumption of control of
certain tasks normally performed by the operator. In order that these
adaptive decisions be made intelligently by the on-board aiding center, a
managing computer or Decision Center shown in Figure 1 must be well informed.
The information it requires includes obviously characteristics of the
mission, the status of other aircraft, vehicular disturbances and ground
controlled inputs. Additionally, it would be extremely useful to the
Decision Center to have estimates of two important aspects of the operator's
attentional state: what informa-ion he is processing or ignoring at any
time (selective attention), and his overall level of workload or involvement
with on-going tasks. Operator workload in this sense is often conceptualized
as a variable that is reciprocally related to the amount of residual atten-
tion available to deal with unexpected environmental contingencies (1).

Various performance measures are traditionally used to index attention
and workload. These have been found to provide adequate iadices of both
aspects of the attentional state. For example, in a multi-display selective
attention task, the allocation of attention between sources of discrete
stimuli has been revealed by response latency (2, 3) or accuracy (4).
Attention allocation to continuous tasks has been successfully identified
through changes in tracking gain (2, 4), information transmitted (4), time
delay (5), holds in the tracking output (6, 7), remnant or observation noise
(8, 9), or by more complex coefficients of a linear discrete time series
model (10).

Operator workload or residual attention has often been measured by the
"secondary task loading" technique (11). The operator is presumed to possess
some limited quantity of processing resources which can be distributed among
various tasks. As a primary task is made more difficult--its workload demand
increased--a greater quantity of the limited resource is required to maintain
criterion performance, and conversely a lesser amount remains to perform the
secondary task. As a consequence, secondary task performance decreases,
serving as an index of primary task difficulty. Such techniques have proven
reliable in comparing different display or control configurations (12), or
in validating subjective estimates of control task difficulty (13).

While performance measures do serve adequately as indices of selective
attention, their use is necessarily restricted to tasks in which overt
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responses are produced. Thus they are inappropriate for a class of tasks
that are becoming critically important in modern svstem control: passive
monitoring during which few overt responses are emitted by the operator.
To assess the allocation of attention during a monitoring task, periodic
probe events must be inserted in the environment and an overt (detection)
response to the probes required. Such probes are of necessity disruptive
to ongoing performance. The difficulties encountered by an on-line assess-
ment of workload through secondary task loading are more severe. The
secondary task performance may well disrupt performance on the primary
task with possibly critical consequences. It may also ''saturate' the
residual attention that it was designed to assess.

Even in situations where the above restrictions are not encountered,
(for example divided attention between two information transmission tasks),
a further limitation upon the usefulness of performance measures is presented
by the inherent response variability which precludes reliable estimates of
attentione.sensitive parameters from a single observation. Thus assessment
of any or all of the performance measures described above must involve a
number of behavioral observations taken over time, a requirement which
further limits the usefulness of these measures in closing an on-line
adaptive loop such as that shown in Figure 1.

The shortcomings of performance measures point to an urgent need for
additional sources of information which can either supplement or, as in the
monitoring and workload-measurement situations described above, replace the
performance measures in providing information to the Decision Center. It
is for this reason that we have initiated an investigation to determine if
psychophysiological measures can serve as indices of human information
processing characteristics. Psychophysiological measures have two important
properties that counteract the drawbacks of performance variables pointed
out above. (These advantages a'.e, of course, purchased at the cost of
increased complexity in measurement. The cost effectiveness of these
procedures is a matter for future research and will not be discussed here.)
It is reasonable to assume that the inherent random noise sources which
perturb, or contribute to the variability of psychophysiological measures
are relatively uncorrelated with the sources of performance variability.
Assuming an independence of the noise sources, the information provided
jointly by both signals in any given observation period should be of
greater reliability than the information provided by either source alone.

In other words the time required for a Decision Center to obtain an estimate
of the subject's internal state at a given level of reliability will be
reduced when estimates are based upon joint measures.

The second advantageous feature of psychophysiological measures is
that, with proper instrumentation, they may be assessed in a manner that
is less disruptive :o ongoing performance than the monitoring "probes" or
the secondary tasks discussed above. One example of the potential useful-
ness of such measures has been provided by another Biocybernetics project
in which Beatty (14) has demonstrated the utility of pupil diameter as a
measure of the operator's cognitive processing load. Our own efforts focus
on the scalp recorded event-related-potential (ERP) as a source which may
provide useful information concerning the operators cognitive state.
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THE EVENT-RELATED-POTENTIAL

The ERP is a transient voltage change in the brain which is elicited by
any discrete event, and which may be recorded by surface electrodes attached
to the scalp. Superimposed on the ongoing EEG, the ERP extends for at
least 500 msec. and is characterized by a series of distinct positive and
negative-going peaks with characteristic latencies following ihe stimulus
(15, 16). The amplitude of the different peaks appears to be sensitive to
physical and informational characteristics of the stimulus. The multivari-
ate nature of the ERP provided by the separate peaks reinforces its poten-
tial value in providing considerable information to an on-board computer.

Although normally the ERP to ) single stimulus is masked by the ou-
going EEG voltage, rendering it dif{lcult to identify from a visual record,
multitrial averaging techniquer ran serve to cancel the noise contribution
and provide an estimated ERP associated with an event. Alternatively, and
of critical importance for on-line assessment of behavior, a wide variety
of techniques are being developed and implemented as a part of this project
which will enable successful identification and classification of the
ch racteristics of an ERP on a single trial (17, 18). Such techniques in-
clude frequency domain filtering of EEG activity, iterative time domain
adjustment to reveal peaks (19) or application of linear discriminant
analysis (20).

Although the success of ERPs as indicants of attention in a complex
cockpit-like environment has not been established, there is nevertheless
strong experimental evidence that components of the waveform are sensitive
to attentional manipulations. Thus for example, Donchin and Cohen (21)
have found that the amplitude of the late positive peak of the waveform
(P300) reflects the allocation of attention to each of the clements in a
two element visual display. This finding has been replicated in the
auditory modality (22, 23). Earlier components of the waveform have also
been found to be enhanced by focussed attention (24, 25). Clearly then,
the evoked potential does reflect all-or-none discrete shifts in attention
as aefined by the relevance or non-relevance of an information source.

There is much less validation in the literature of the ability of the
ERP measures to distinguish between levels of workload or attention on a
continuous or graded basis in a manner which has been established with
performance variables (e.g., 2, 5). In a study in which ERPs were recorced
to stimuli in a two-channel signal detection task, LaFayette, Dinand and
Gentil (26) were able to observe changes in the early positive and negative
components of the ERP as the stimuli{ were made more or less relevant by
instructional manipulations. In a second study, they found reliable changes
in the early components of the ERP to detected tones as the workload of a
secondary cognitive reasoning task was manipulated.
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PRELIMINARY EXPERIMENTATION

We are currently investigating the capability of ERP measures to
reflect the subject's information processing characteristics in an environ-
ment thal simulaies more closely the concrol and monitoring tasks confrouted
by the pilot. Our basic exrerimental approach is to record ERPs to probe
auditory or visual stimuli. These probes are ejther irrelevant to the
tasks performed (and may therefore be ignored by the subjects), or require
only a minimum amount of cognitive processing, thus avoiding any disruption
of primary task performance. In a selective attention/monitoring paradigm,
the probe stimulus may occur along one of the relevant channels, displays
or information sources to determine if the elicited ERP will reflect the
extent to which that source is being processed. The stimulus attribute of
the probe will however be different from the attributes of the channel that
is relevant to the monitoring task. That is, if the subject is monjtoring
a visual channel for a spatially defined event, the probe will involve an
intensity change. Alternatively, in a divided attention processing task,
the ERP-eliciting stimuli can be the same stimuli as thore that are pro-
cessed and responded to in the performance of the tasks. Finally, in a
workload manipulation paradigm, the probes are presented along channels
that are totally irrelevant to the primary task performed, in order to
determine if the elicited ERP's will reflect the residual attention available
from that task as its workload is manipulated.

We have investigated ERP's and residual attention in a pilot experiment
in which six subjects performed a two-dimensional pursuit tracking task with
dynamics of the form
Kl + KZS

g2

on both axes. Twelve 3-minute practice trials were first presented to
bring the subjects to a stable level of performance via adaptive techniques
with forcing function cutoff frequency employed as the adaptive variable.

ERP's were next recorded in two workload manipulation sessions. The
prubes consisted of a Bernoulli series of rare and frequent tones differing
in pitch. The two sessions differed from each other according to whether
the probe stimuli were ignored or piroceesed. "Processing" involved main-
taining an internal count of the number of rare stimuli that occurred
during a trial (see Figure 2).

Within each session, workload was manipulated by two different methods
(Figure 3). First, the forcing function bandwidth was incrcased and
decreased by 302 from the asymptotic level, achieved by each subject in the
adaptive practice session. This generated 3 differant levels of objective
task difficulty. Then, based upon the performarce of each subject in the
intermediate and high bandwidth conditions (wmoderate and large error
respectively), two rarget diameters were selected, equal in value to the
RMS error measured for each subject in those two conditions. A third,
larger diameter was also selected of proportionately greater size. In this
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manner the manipulaticn of target diameter, or required error tolerance was
"calibrated'" for each subject according to his sensitivity to the bandwidth
manipulation<, the object of tris calibration being to obtain equivalent
nanipulations of subjective performance demands across all subjects. Track-
ing under the three target sizes was performed at the constant intermediate
bandwidth level. It was therefore assumed that progressively more residual
attention would be made available from the tracking task as the erro-
tolerance (an’ obtained error) was increased.

The two particuiar workload manipulations employed may be placed in
context by assuming that the attentional demands or subjective difficulty
of a task is a joint function of its objective difficulty (e.g., task
characteristics such as input bandwidth or dynamics), and the performance
level required (in the present case, specified by the target diameter).
What we have done then is to manipulate each of these dimensions of diffi-
culty separately, while holding the other constant.

The logic of the tracking task, probe signal presentation and ERP
recording was controlled by a PDP 11/40 computer (27). ERP's recorded from
3 electrode sites were amplified and were displayed on-line
via a GT-44 graphics display terminal. The data was also recorded on
digital tape for later off-line analysis and plotting by a Harris computer.

The preliminary data thus far collected has indicated that stable ERP
waveforms can in fact be elicited by probes under the high levels of primary
task workload required in the experiment. At this writing the data are
being analyzed and it is alreadv clear that there is a substantial degree
of individual differences in the shape and temporal characteristics of the
waveforms. These may well be related to different strategies that subjects
adopt in performing their assigned tasks, and these strategies will be
investigated through future analysis of the tracking data in the time and
frequency domain. It appears however that there is some consistency within
the waveforms of a given subject. In this case the between-subject
variability presents no serious difficulty and may well prove useful in
assessing individual differences in performance. 1In a sense, calibrating
an ERP analyzer tc the physiological response characteristics of an individu-
al operator imposes no greater engineering demands than custom designing the
helmet or flight suit to his anthropometric characteristics.

At this point, the state of our research is too preliminary to draw
firm conclusions concerning the effects of attentional manipulations upon
the event-related-potentials. However, given the projected importance of
nondisruptive measures, and the established sensitivity of such measures
to certain attentional variations in the laboratory, we are sufficiently
encouraged to pursue the direction of experimentation cutlined above.
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PUPILLOMETRIC MEASUREMENT OF COGNITIVE WORKLOAD
By Jackson Beatty

Department of Psychology
University of California at Los Angeles

SUMMARY

The momentary workload that is imposed by a cognitive task upon the limited
capacity human information-processing system appears to be accurately reflected in
the momentary level of central nervous system activation. The utility of pupillometric
methods of workload assessment is evaluated and -everal lines of experimental evi~
dence relating activation and cognitive function are reviewed.

INTRODUCTION

Information processing tasks differ in the extent and duration of the demands
that they place upon the limitea capacity of the human nervous system to handle infor-
mation. For most tasks, processing demands are not constant, but vary from moment
to moment in response to changes in the functional organization of the task. These de-
mands may be thought to represent the cognitive workload associated with the task, a
time-varying function cf the demand for limited resources.

Given the assumption that cognitive capacity is fixed (reference 1), the momen-
tary demands of any single processing function for capacity may be estimated by de-
termining the amount of residual capacity that may be allocated to another processing
tasx that is assigned a secondary priority (reference 2). Secondary-task measurement
of cognitive workload is of major importance in the study of both cognitive capacity
and the resource demands of particular processes, out both technical (reference 2) and
theoretical (reference 3) difficulties preclude the utilization of secondary-task proce-
dures in many situations. For this reason the more convenient method of subjective
estimation of cognitive workload is still commonly employed (reference 4) despite
serious questions as to both the reliability and validity of such rating procedures.

A third approach to the problem of measuring momentary cognitive workload
stems from the observation that momentary workload is directly reflected in the mo-
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mentary level of central nervous system (CNS) activation (references 5 and 6). Of the
various indicators of activation, pupillometric measurement techniques (references
7, 8 and 9) appear to be most sensitive and reliable (reference 10).

The present paper examines several lines of evidence suggesting that pupillome-
tric measures of activation serve as a reliable indicator of cognitive workload in per-
ception. memory, decision and complex problem solving. An extension of this experi-
mental method to the study of problems of workload optimization in complex man/ma-~
chine systems is then considered.

PERCEPTUAL PROCESSES

Perceptual processes appear to proceed quite effortlessly and place rather little
demand upon the limited capacity of the human information-processing system (5).
Thus Wickens (reference 11) was unable to observe a secondary task decrement when
a sensory signal-detection task was imposed as the primary task in an experiment in-
vestigating the distribution of processin, capacity. The workload involved in the detec-
tion of weak signals is quite small.

In this context, it is of interest to note that small but reliable pupillary dilations
accompany the detection of both visual and acoustic signals at near-threshold intensi-
ties. Hakerem and Sutton (reference 12) examined the pupillary movements that ac-
company the perception of weak visual stimuli and were able to show a dilation for
signals that were detected which was absent for signals that were missed. More re-
cently Beatty and Wagoner (reference 13) provided a pupillometric analysis of activa-
tion in the detection of weak acoustic signals using a rating-scale response procedure
(see reference 14). Using unmarked observation intervals, no pupillary dilations were
observed in the absence of a signal regardless of the outcome of the observer's deci-
sion. In the presence of a signal, a dilation of the pupil appeared in the interval be-
tween signal delivery and response cue onset. The magnitude of this dilation varied
monotonically with the chserver's rated probability that a signal had been presented.

These data raise the interesting possibility that pupillometric methods may pro-
vide a more sensitive measure of cognitive load than do conventional secondary-task
measurement techniques. Thus the small pupillary dilations observed during percep-
tual processing may be indexing brain workload levels that are not of sufficient mag-
nitude to be detected by secondary task interference methods.
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DECISION PROCESSES

Even simple decision processes appear to impose some workload on the cogni-
tive system as indicated by pupillometric measures of activation. For example,
Simpson and Hale (reference 15) measured pupillary diameter in two groups of sub-
jects who were required to move a lever to one of four positions. In the decision
group, subjects were told at the beginning of each trial that either of two directions
was permissible (e.g., front or left). Seven seconds later a response cue was pre-
sented and the subject initiated one of the two movements. In the no-decision control
group, subjects were instructed exactly as to the desired movement on each trial
(e.g., front). Pupillary dilation in the post-instruction pre-response period was lar~
ger and more prolonged for those subjects who had to choose between two movements
before responding.

Substantially larger pupillary dilations are observed to accompany more diffi-
cult decision processes. In an experiment reported by Kahneman and Beatty (refer-
ence 16), listeners were required to determine whether a comparison tone was of
higher or lower pitch than the standard. Clear pupillary dilation occurred in the 4-
second decision period between presentation of the comparison tone and the response
cue. The amplitude of this dilation varied as a direct function of decision difficulty,
the difference in frequency between the standard (850 Hz) and comparison tones.
This relation is shown in figure 1, which presents both the amplitude of dilation in
the decision period and the percent decision errors as a function of the frequency of
the comparison tone. These dilaticns were highly reliable and did not habjtuate over
the experimental session. Pupillary dilations during decision appear to vary as a
function of cognitive workload, as inferred from task parameters and performance
data.

MEMORY PROCESSES

The idea that human information-processing capacity is limited arose directly
from the study of the limitations of human short-term or working memory (reference
17). Our capacity for unrelated items is on the order of seven or eight, with some
adjustment being made for the difficulty of the to-be-remembered units. If pupillary
movements reflect CNS activation shifts as a function of cognitive workload, then
these relations should be clearly revealed in the pupillometric investigation of mem-
ory processes.

Kahneman and Beatty (reference 18) provided a demonstration that the momen-
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standard was 850 cps. (From Kahneman & Beatty, 1967)
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tary load placed upon tae cognitive system by a memory task is reflected in pupillary
diameter. In a series of experiments on short-term serial memory using paced re~
call, students were required to listen to strings of from one to seven items and, after
a 2 second pause, repeat the string at the rate of one item per second. For strings of
digits, pupillary diameter increased as each item of the input string was heard and
decreased as each item of the output string was spoken. Thus pupillary diameter at
the pause between Input and output varied as a monotonic function of the number of
items held in memory. These pupillary functions are shown in figure 2A.

Workload in a memory task depends not only upon the number of items to be re-
membered, but also upon the difficulty of each of the items themselves. Thus, as
fewer unrelated words may be reliably recalled than unrelated digits, the load im-
posed by each word upon the cognitive system is presumed to be greater. Figure 2B
presents the results of a serjal memory experiment involving strings of four digits
or four words. For the simple recall conditions, it is apparent that the slope of the
pupillary function is greater for the more difficult word strings than for the easier
digit strings. That these pupillary response functions are sensitive to processing pa-
rameters is evident from the large dilations observed under the condition labelled
"transformation, ' in which the subject was required to respond to the string of 4 di-
gits with another string obtained by adding 1 to each digit of the input string. This
transformation task is the most difficult of all memory tasks studied, as indicated by
the error data, and it consistently was accompanied by larger pupillary movements
indicating CNS activation.

Behavioral data supporting the contention that the demands upon limited infor-
mation-processing capacity increase during the rising phase of the pupillary re-
sponse function as items are entered into working memory and decrease during the
falling phase of that function as items are successively recalled from memory, is
provided by an experiment in which residual capacity was measured using secondary-
tagk measurement. Kahner.an, Beatty, and Pollack (reference 19) reported that the
pattern of interference with a secondary perceptual-detection task exactly paralleled
the pupillary-activation curve obtained for the serial memory transformation task
alone. For serial memory tasks, changes in cognitive workload appear to be reflec-
ted in the momentary level of CNS activation, as indexed by pupillometric measure-
ment,

COMPLEX PROBLEM SOLVING

Pupillary dilations accompanying complex problem solving appear to be related
directly to the difficulty of such processing, although behavioral assessments of
workload have not yet appeared for these types of cognitive tasks. For example, Hess
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Figure 2. Upper graph: Average pupillary diameter during presentation and recall of
strings of 3 to 7 digits, superimposed about the two second pause between
presentation and recall. Slashes indicate the beginning and the end of the
memory task. Lower graph: Pupillary diameter during presentation and
recall of four digits, words and a digit transformation task, (From Kahne-
man & Beatty, 1966)
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and Polt (8) examined pupillary movements as multiplication problems were golved
mentally. Pupillary diameter increased during the period preceding solution, and the
magnitude of dilation was related to presumed problem difficulty. Payne, Parry, and
Harasymiw (reference 20) also report a monotonic relation between mean pupillary
diameter and problem difficulty, but note that this relationship is markedly nonlinear
with respect to difficulty scales based upon percent correct solution, time to solution
or subjective rating of difficulty. Pupillary diameter in mental multiplication appears
to peak rapidly as a function of difficulty, with more difficult problems requiring
more time until solution is reached. This suggests that cognitive capacity is quite ful-
ly taxed in complex mental arithmetic problems so that the workload per unit time re-
mains relatively constant as problem difficulty is increased over moderate levels. but
that the total time to solution is increased.

Other types of complex problem solving tasks show similar relationships be~
tween pupillary dilation and problem difficultv. For example, Bradshaw (reference
21) has reported that larger pupillary dilatons accompany the solving of more difficult
anagrams, and that these dilations are maintained until solution is reached.

IMPLICATIONS FOR WORKLOAD EVALUATION IN MAN/MACHINE SYSTEMS

Traditional interference and subjective-rating methods of workload evaluation
have been employed in the design of complex man/machine interfaces, but neither is
without its own particular limitations. Pupillometric methods of workload estimation
provide a third alternative that in certain situaiions might be preferable to either of
the more traditional measurements.

One problem for which pupillometric assessment procedures appear to be well~
suited is that of display evaluation. Pupillometric methods permit reliable measure-
ment of the amall cognitive workloads associated with the processing of sensory infor-
mation that may not be detectable by interference methods. One project underway in
our laboratories examines the effects of display readability on the pupillary dilations
accompanying information acquisition. A second experiment is concerned with pupil-
lometrically measuring cognitive workload involved in processing computer-generated
speech at various levels of intelligibility.

The most intriguing possibility is that the measurement of central nervous sys-
tem activation associated with cognitive function might provide a common metric for
the comparison of workload in tasks that differ substantially in their functional char-
acteristics. Underlying this possibility is the idea that CNS activation is the limited
general resource that is allocated among cognitive processes demanding capacity. If
this is the case, then it may be possible to directly compare perceptual, memory,
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symbol manipulation and response processes in terms of activation requirements. At
present, however, we may only conclude that the pupillometric measures of activation
are useful in measuring cognitive load for a range of cognitive processes. No evi-
dence concerning the comparability of measurements made across diverse processes
has yet appeared.
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LEFT-BRAIN/RIGHT-BRAIN AND SYMBOLIC/ANALOGIC
HUMAN OFPERATOR OUTPUT COMPATIBILITY
v william L. Verplank

Massachusetts Institute of Technology

SUMMARY

This paper introduces the terms symbolic (2.g., buttons, keyboards)
and analogic (e.g., joysticks, light pens) to des_ribe the range «f devices
for interaction between human operator (h.o.) and computer. Witl increas-
ing avtomation, there - a tendency for man-machins communicati~n to be=
come increasingly symbolic. There is a danger that the interface will con-
strain both the communication and the thinking of the human operator, To
remain natural and flexible most systems should allow for simultaneous
access over « rande from symbolic to analogic. This duality is suggestive
of long-recognized duality in human thouyht and some recent evidence from
split-brain patients.

COMPUTER~AIVED MANIPULATION

The structure and capability of any h,o.-computer system is strongly
constrained by the form of the h.o.~machine interface. I considered that
interface as the first concern in designing a system for -upervisory control
of remote manipulation (1}. The supervisory control concept was first sug-
gested by Ferrell [2], and Ferrell and Sheridan [3], as a means for overcom-
ing the difficulty of remote manipulation with transmission delay. (See
figure 1.)

The Subroutine Approach

The particular form of superviscry control considered was that of pro-
viding the manipulator with the capability of an increasing repertoire of sub-
routines or subtasks. Por example, John Hill's “ARM" proyram at Stanford
Research Institute [4] h~8 a "GROPT" subroutine that lowers the jaw around a
block using a touch sensor on each finger (figure 2). This subroutine would
be part of a larger task, such as collecting blocks. some parts of the task
weuld be under human- others under computer-control. These can be crganized
in a *ask hierarchy as shown in figure 3, Barber (5] wrote a special lang-
uage for supervisory control. One of the difficulties, howcver, was that
commands could only he given through the teletype. Programming simple motions
wag time-consuming and laborious.

This is an informal paper presented at:
12th Annual Conference on Manual _.ontrol
University of Illinois, 25-27 May, 1976.

147 PRECEDING PAGE BLANK NO™ FiLMED



PRV

,

Command lardware

If the h.o. is to communicate arn poritions directly, the most appro-
priate forrm of command might be "master-slave"-like control with a brace or
replica. On the other hand, there may be occasion for the h.o. to indicate
a direction, and the computer to modify the path, to avoid obstacles or simply
to stop when it tcuchec something. This seems the most elementary form of
supervisory control, and would be quite useful with degraded or delayed
feedback from a remote manipulator. The brace seems less appropriate at this
level, for one thing, kecause there can no longer be always a one-to-one
correspondence between the master and slave which requires re-setting the
correspondence every time control is transferred from computer to h.o. At
this level, some form of joystick providing rate-co.trol seems more appropri-
ate. G. Starr [6] is doing a detailed study of rate control; supervisory
control is a potential applicatic-,

At a higher level, any frequently used subroutine could be called by
the n.o. pushing a button or flipping a switch (e.g., "STOP IF YOU TOUCH",
or "GROPE"). Strings of subroutines, or new programs would be more appropri-
ately input through a special purpose or standard keyboard. Voice seems an
appropriate command mode also, especially because it can be combined with
others; for example, "SLOW" might lower the gains on a rate control; "EASY"
might adjust the servo to produce compliance; "CAREFUL" might increase the
sensitivity of touch or proximity sensors.

Symbolic and Analogic

One way to describe this range of command modes is as running from ana-
logic (brace, joystick) to symbolic (button, keyboard, voice) along a conti-
nuum of abstraction. It seems important to provide a range of command modes
in order that the system be accessible at different levels, possibly at two
levels simultaneously. For example: "move in this direction" (ANALOGIC),
"but stop if you touch something" (SYMBOLIC).

This division of control or command hardware into symbolic and analogic
suggests the parallel between computer-aided manipulation (C.A.M.) and compu-
ter-aided design (C.A.D.) (figure 4). In both cases it seers most appropriate
to use both symbolic and analogic controls perhaps simultaneously.

VISUAL THINKING

My teaching experience in the Design Division at Stanford University has
made me more aware of the importance of this distinction between symbolic and
analogic modes and t}eir relationship to thinking., Robert McKim [7] has dev-
eloped a drawing and design course that focuses on rapid visualization (free-
hand sketching) and the process of design. The philosophy of the course (and
what wakes it so popular) is that productive thinking of all! sorts requires
fluency in not only analytical, verbal modes (on which most education is
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focused) but also in the sensory, visual modes (in which our education is
severely lacking).

what is visual thinking? To uive you an experience in what visual
thinking is, here is a problem to solve from McXim's brok:

"Painted Cube: Shut your eyes. Think of a wooden cube
such as a child's block. It is painted. Now imagine
that you take two parallel and vertical cuts through the
cube, dividing it into equal thirds. Now take two addi-
tional vertical cuts, at 90° to the first ones, dividing
the cube into equal ninths. Finally, take two parallel
and horizontal cuts through the cube, dividing it inte
27 cubes. Now, how many of these small cubes are painted
on three sides? On two sides? On one side? How many
cubes are unpainted?"

Most people report quite clear use of some form of visual imagery in
counting the cubes. A symbolic, mathematical approach would be cumbersome
and inappropriate. One of the unique features of the Visual Thinking course
is "experiential exercises for the mind's eye". Mental manipulation of
mind's-eye imagery improves with practice.

Two Modes of Thinking

There has long been a distinction made between ways of thinking and
great lists can be made of the dichotomies that seem to correlate., My own
list 1s given in figure 5. Of importance to problem solving, what has been
referred to as "creative" thinking is the ability to move freely from one
mode to the other. The "creative insight" often comes through visual or sen-
sory imagery. There are numerous accounts of this process, the most recent
is by T.H. Krueger [8].

Split-Brain Studies

Recent clinical evidence on split-brain human patients (with hemispheres
separated to relieve epilepsy) has revived interest in the differing roles
of the right and left sides of the brain [9,10,11]}. The left hemisphere
(which controls the right hand) is usually dominant and controls speech, The
right brain is associated more with sensory and spatial thinking. Whether
or not the dichotomy strictly holds (both hemispheres have some language
ability; vision occurs on botir sides), the notion of a dual brain is a power-
ful metaphor for reminding us that there are distinctly different modes of
knowing and thinking.

ANALOGIC PART PROGRAMMING

David Gossard, at M.I.T., has recently applied this notion of the
149
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symbolic and analogic modes to preparing programs for numerically controlled
machine tools [12]. Conventionally, a highly trained programmer prepares a
program in a symbolic language (e.g., APT) directly from the drawings of the
part (figure 6a). “iis program is compiled to produce an ideal tocol-path
(cutter location or C/L data) which must be verified., A post-processor com-
putes the comiands necessary to mai.g the particular machine tool follow that
path. Gossard's system (figure 6b) uses computer graphics with a picture of
the work-piece, tool and clamps. The programmer uses knobs (analogic) and
keyboard (symbolic) to move the tool through the appropriate paths. The
computer can record and play back, straighten out, or interpret symbolically
(e.g., circle) paths put in anaologically by the operator. The computer then
outputs the C/L data divectly.

Gossard's experience with both part programmers and machinists untrained
in part-programming points up the advantages of using computer inputs compati-
ble with thinking modes. In three hours the machinists were able to produce
part programs equivalent to what they would have needed three months' train-
ing to write. Even the trained programmers preferred the analogic mode. One
of the unexpected advantages commented on by the users was the ability to in-
stantly see and to avoid problems of interfercwce between tool and clamps.

The programming of complicated spatial moticns and relationships is a process
that clearly benefits from the ability to use both analogic and symbolic com-
mand modes.

CONCLUSION

With increasing automation, thereis a tendency for man-machine commu-
nication to become increasingly symbolic. This is natural and efficient. since
complete processes can be commanded by simple names or labels, There is, how-
ever, the danger that the interface will constrain the thinking of the human
operator to symbolic modes. The human operator also has special abilities in
visual-spatial thinking. To allow both modes of thinking, the man-machine
interface should provide for simultaneous access over a range of control from
symbolic to analogic.
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SUPERVISORY CONTROL

/ DISPLAYS g’ SENSORS \
4
0

HUMAN Local - - REMoTE TASK.
CFERATOR COMPUTER. - COMPUTER.
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Figure 1. The supervisory control concept for remote manipulation was
introduced by Ferrell and Sheridan (2,3].
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Figure 2. Subroutine "GROPE" uses touch sensors on finger and thumb to
canter and lower the jaw around an object.
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Figure 6a. Conveutional part programming for numerically controlled (N/C)

machine tools requires a part programmer trained in a highly symbolic
computer language.

CONVENTIONAL

PART,
PROGRAMMING

DRAWING PART PROGRAMMER. PROGRAM [ COMPILER-

‘l:L_cﬂ.tuﬂA

O pr

vio RAT /90

PART POST- PROCESSOR
N/C TAPE
MACHINE. fooL
C/L DATA
GUTTER LOCATION)

GRAPHIC
R

ANALOGIC
PART
PROGRAMMING \/ %

Figure 6b. Analogic Part Programming [12] uses computer displays and
analogic (knobs) and symbolic (keyboard) modes for more efficient
programming (less training, better programs). There appears to he
better compatibility between thinking modes and human operator cutput
(right-brain vs, left-brain and spatial vs. linguistic and analogic
vs, symbolic).
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A REGRESSI1ON APPROACH TO GENERATE AIRCRAFT PREDICTOR INFORMATION
By Paul D. Galiaher, Roger A. Hunt, and Robert C. Williges

University of Illinois at Urbana-Champaign

SUMMARY

A predictor display shows the human operator future consequences of his
immediate control inputs. A contact analog aircraft display is described in
which an airplane-like predictor symbol depicts future airplane position and
orientation. The standard method for obtaining the predictor information is
to use a complete, fast-time model of the controlled vehicle. An alternative
approach 1s presented in this paper in which least-squares, first-order,
linear approximations for each of the six degrees of freedom of aircraft
motion were calculated. Thirteen variables representing changes in positions
and rate of change of positions were selected as pairameters for the prediction
equations. Separate sets of equations were determined for 7, 14, and 21
seconds prediction times and continuous, 1, and 3 seconds control neutraliza-
tion assumption times, The advantages and disadvantages of this regression
approach are discussed.

INTRODUCTION

Predictor displays provide the operator of manually controlled systems
with information about the future state of the variable being controlled.
Often this information can be generated by an analog of the system to be
controlled, operating repetitively in an accelerated time scale. Ideally, to
geinerate a predictor model using such a fast-time model, the model should be
a duplicate of the original plant. For example, to put a predictor display
in an aircraft trainer which uses an analog computer for all flight equations
and dynamics, a second analog computer just like the first with speeded-up
time constants could be used. Such complexity in using an accurate fast-time
model imposes a penaltv of cost, computer weight, and power requirements. In
fact, Kelly (1) pointed out that it may not be necessary to have the complete
accuracy of a fast-time model.

Bernotat (2) used a Taylor series expansion rather than the fast-time
model approach, and found that even inaccurate predictions gave improved
performance over no prediction in the control of a third-order undamped system
following a step input. Kelley (3) found the same effect, but he also found
that the useful prediction span decreased with model accuracy while learning
times for effective manual control were increased. A comprehensive study of
simplified models for an automatic predictive control system for aircraft
landing in two dimensional sideways looking displays was conducted by
Chestnut, Sollecito, and Troutman (4). They pointed out that the model may
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be of either the analog or digital form, but they felt the digital approach
offers more accuracy and flexibility. They also indicated that the time
constants and gains of the model can be in error by two to one without exces-
sive loss in performance.

The main effect of an inaccurate model is closely related to the predic-
tor span. The magnitude of the errors in an inaccurate predictor can be
determined analytically or experimentally if the plant can be observed
directly or simulated accurately for comparison with a less accurate fast-
time model. Errors farther into the future are usually compensated for by
the fact that accuracy requirements on short predictions usually are greater
than for long predictions. Predictor displays can also overcome the problem
of accuracy when they are continuously updated. If updating is inaccurate or
infrequent, the fast-time mcdel must be that much more accurate.

This paper presents a least-squares, regression approach for determining
first-order, linear approximations of accurate fast-time models used in
predictor displays. Such a procedure would eliminate the need for an opera-
tional fast-time model while still providing a great deal of predictive
accuracy. The accuracy of this regression approach for generating these
predictor symbols is evaluated both at various prediction times and at various
control input duratiocns.

METHOD

Task

For the purpose of demonstratirg the use of a regression approach to
generate predictor information, an application incorporating predictor
information in an aircraft system during an approach to landing was used.
Becaus. of the complexity and sluggishness of the aircraft system in the
landing phase, manual performance depends heavily on the anticipatory
abilities of the pilot. Under such circumstances, predictive displays might
be very useful. Smith, Pence, Queen, and Wulfeck (5) demonstrated that the
predictor display did improve performance in an approach to landing on an
aircraft carrier. It even facilitated learning to such an extent that mean
performance on transfer trials using a predictor was considerably higher than
that of a control condition without the predictor.

The specific approach to landing task in tiis study was generated for a
Singer-Link General Aviation Trainer (GAT-2) which simulates general, light,
twin-engine aircraft. The predictor symbology was incorporated into a
versatile computer-generated dynamic flight display developed by Artwick (6)
and was part of an integrated, vertical situation display stylized in
Figure 1. In addition to the situational information of runway outline,
centerline, touchdown zone, and grid-line ground texture cues, three glide-
slope indicators in the form of telephone-pole-shaped symbols and three
discrete, airplane-like predictor symbols are shown on the display. The
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predictor symbols represent the position of the aircraft at three particular
future pcints in time (7, 14, and 21 seconds as used in this study) given a
specified control input by the pilot,

—

BT
|
/

Figure 1. Stylized representation of an integrated vertical situation
display showing three aircraft-like predictor symbols.

Regression Procedure

To generate the predictor symbols shown in Figure 1, one must specify
the changes in the six degrees of freedom of aircraft motion as listed in
Table 1. Each of these six degrees of freedom are determined by the specific
flight dynamics of the aircraft. These dynamics are specified in terms of
complex, higher-order differential equations which represent position,
change in position, and rate of change of position as shown in Table 2.
(These values are all accessible as millivolts in the GAT-2 analog computer.)

Rather than use the complete set of complex flight equations, a first-
order linear approximation may suffice particularly in the limited range of
variables encountered in a final approach to landing situation. A standard,
least-squares, multiple linear regression analysis (Tatsuoka, 7) can be
used to estimate a raw-score, linear approximation of the general form,

Y-8°+61x1+...+smxn (1)
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TABLE 1

Changes in Six Degrees of Freedom of Aircraft Motion Required to Specify
Aircraft Predictor Symbology

Degrees of Freedom

Change in
Change in
Change in

Change in

™_ 1 /A~ \
AN \Lo
B
Yaw (AeY)
Pitch (ABP)
Lateral Position (AX}
Vertical Position (AY)

Longitudinal Position (AZ)

TABLE 2

Initial Variables Used to Predict Changes in Six Degrees of Freedom of

Alircraft Motion

Predictor Variables

Alleron Position (a)

Rudder Position (p)

Elevator Position (¢)

Throttle Position (1)

Bank Angle (BB)

Yaw Angle

(8,

Pitch Angle (BP)

Cosine Bank (cos GB)

Rate of Roll (éB)

Rate of Pitch (ép)

Rate of Yaw (éY)

Rate of Climb (R/C)

Velocity (v)
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where Y represents the dependent variable, X, througn X the independent
variables, and 8 through B_ the partial regression coetficients. Specifi-

Q . :
cally, the general form of e Equation 1 tor the predictor symbology case is,

A degree of freedom = 80 + 81 a + sz) + 83 e + 84 UB
+ 85 GY + 86 OP + 87 cos GB + 88 OB
+ : . +
89 Sp + BloeY Bll R/C (2)

where Y is replaced by the particular change in degree of freedom of interest
the X's are replaced by selected variables in Table 2, and the B'z represent
the raw-score, partial regression weights which are empirically determined.

All the independent variables except velocity and throttle can take on
both positive and negative values. Velocity and throttle are always zero or
some positive value, so their contribution to the predictor equation would
always be positive. Furthermore, velocity and throttle changes should amplify
the effects produced by control surface position and airplane position changes.
Consequently, the independent variables of aileron, rudder, and elevator
position as well as the current bank, yaw, and pitch angles shown in Equation
2 are multiplied by the velocity and throttle values of the GAT-2. The remain-
ing four variables in Equation 2 already contain velocity and throttle infor~
mation, because they are rates of change in position.

Data Collection Procedure

Of the thirteen independent variables shown in Table 2, only the changes
in position of the three control surfaces (rudder, aileron, and elevator
position) and the throttle position can be directly affected by the pilot.
The rermaining nine variables are non-linear, interacting functions of these
as well as outside disturbances. For each of the four variables under direct
pilot control, three levels of change in millivolts (zero, one positive, and
one negative) were directly manipulated by the experimenter to obtain the
necessary data for generating the regression equations. A one-third replica-
tion of the factorial combination of these four variables was observed twice
resulting in 54 data ccllection flights. The remaiuing nine variables were
considered tn be approximately random and were not manipulated through experi-
menter control,

During each of these 54 data collection cycles the GAT-2 was flowvn in an
approach to landing configuration. The landing gear was down and tl.. proper
airspeed, flap setting, manifold pressure, etc. was maintained., When the
GAT-2 was flown by the pilot to the proper landing configuration, the Raytheon
704 computer maintained the control surfaces at the appropriate level,
recorded the initial values of all thi.teen independent variables shovm in
Table 2, and measured the changes in the six degrees of freedom of motion
(dependent variables) after 7, 14, and 21 seconds. These latter values
provided the three prediction times represented by the successive discrete
predictor aymbols shown in Figure 1.
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To simulate the four designated controul surface positions over diiferent
flights, the Raytheon 704 computer wis used. The analo,” sienals from the GAT-2
representing control sarface positions were intercepted prior to their use
in the GAT-2 analog computer flight equations. An analog-to-digital converter
made these signals available in the form of a 12-bit word. Thus, 0 to 10
volts was converted to O to 2048 binary. The software routines then generated
changes in these signals as dictated by the one-third replicate of the fac-
torial design. These new signals were sent through t'.e digital-to-analog
converter and into the GAT-2 computer to maintain precisely a given set of
control movements,

As shown in Table 3, the factorial design of this study aiso allowed for
the calculation of six prediction equations for each of three control assump-
tion times at the 7, 14, and 21 second prediction times. The length of time
these control surface changes were maintained prior tc neutralization deter-
mined the contrcl assumption times. When the control changes were mairtained
continuously over the 21 second prediction span, this produced the centinuous
or on-line predictor model (Warner 8). If the control changes were not
maintained throughout the data collection phase, an off-line predictor model
is used. Two off-line models using control assumption times of 1 and 3
saconds were also investigated in this study. A different set of 54
approaches to Janding were required for each control assumption time. Con-
sequently, a total of 162 approaches were measured,

TABLE 3

Factorial Design of Control Assumptions and Prediction Times Used to Generate
the Six Regression Equations Predicting the Degrees of Freedom of Motion of

the Predictor Symbol

Prediction Times (Seconds)

Control Assumptions

[ SN

(Seconds) 7 14 21
Continuous (21) (6 Pegression (6 Regression (6 Regression
Equations) Equations) Equations)
1 (6 Regression (6 Regression (6 Regression
Equationsa) Equations) Fquations)
3 (6 Regressiocn (6 Regression (6 Regression
Equations) Equations) Equations)
RESULTS

A multiple, linear regressior analysis was conducted on all 11 indepen-
dent variaples shown in Equation 2 for each dependeat variabie to determine

the appropriate partial-regression coefficient values,

Table 3 snows that

there were s8ix equations for each predictor time and che associated control

assumptions.

of freedom of motion for a particular predictor symbol.
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prediction equation required a sepa.dte regression analysis, a total of 54
regrassion equations were solved.

For example, Table 4 shows the general form c¢f the six prediction equa-
tions neaded to 1epresent the airplane predictor symbol at seven seconds in
the future for a three second control assumption time. Although this regres-
sion analycis was conducted on all 11 of the independent variables shown in
Equation 2, only the statistically sig-ificant (p < ,05) predictors are shown
in Table 4. Similar sets of prediction equations were derived for the other
treatment conditions summarized in Table 3. 1In each case, however, the specific
set of statistically reliable partial-regression weights varied somewhat.

TABLE 4

Prediction Equations with Significant (p < .05) Independent Variables Used to
Determine Changes in the Six Degrees of Freedom of Aircraft Motion for Seven-
Second Prediction Span and Three-Second Neutralization Assumption.

20, = B+ B at By o8y 0+ B, byt 8 b+ e 6y

Doy = B+ B o+ B, 0y + By 8y+ 8, 6 +Bg 0,
A9P=Bo+81€+8263+836Y+B46P+85éP+B6R/C

AX =Bo+81“+52°+3393+349Y+85é3+Beéy+87ép
AY =3°+Blu+62e+83coseB+BhéB+85éP+B6R/C
AZ =Bo+sla+32e+e3coseB+34éB+sséP+s6R/c

One convenient way of assessing the goodnets of fit of each of these
regression equations is to calculate the multiple zorrelation coefficient,
The square of this value represents the percent of variance accounted for
by the regression equation. Table 5 summarizes the multiple correlation
coefficients for each of the 54 prediction equations of this study., (For
example, the multiple correlation coefficients for the six prediction equa-
tions presented in Table 4 are .96, .98, .84, .94, .79, and .85, respectively.)
Note that the change in altituda (Y) is the degree of freedom of aircraft
motion which resulted in the lowest multiple correlation coefficients.
Generally, the one-second control assumption time and the seven--second predic-
tion time also produced regression equations with lower predictive accuracy.
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TABLE 5

Multiple Correlation Coefficients for Each Predictor Equation

Prediction
Tines Bank Yaw Pitch X ¥ z
Continuous (21 Second) Control Assumption

7 .98 .95 .97 .87 .78 W77
14 .98 .99 .98 .95 .85 .94
21 .99 .98 .97 .97 .92 .96

1 Second Control Assumption
7 .96 .96 .87 .88 .66 .66
14 .97 .95 .94 .92 .71 .61
21 .97 .91 .94 .93 .75 .64

3 Second Control Assumption
7 .96 .98 .84 .94 .79 .85
14 .98 .98 .91 .98 .83 .92
21 .98 .98 .95 .98 .85 .92

DISCUSSION

The overall consistently high multiple correlation coefficients obtained in
this study indicate that the regression approach yields very accurate prediction
equations and is a viable alternative to using the complete, fast-time model.
The lowar multiple correlation ccefficients for the one-second control assumn-
tion is probably reflective of the fact that a one-second control input is
simply too brief to account for any significant movement of the GAT-2 over
the prediction interval, Likewise, the lower predictive power of the 7 second
prediction times as compared to 14 and 21 seconds merely shows that the GAT-2
dynamics are such that the simulator has not completed a response to the
control force inputs. The longer prediction times represent a more complete
simulator response.

A simplification of this approach for application to actual aircraft
would be to remove the variables representing rates of change of motion
whic. are not normally available. Undoubtedly, this simplification would
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reduce the predictive accuracy of the regression equations, because rate
parameters provided significant weightings in the prediction equations. From
a behavioral point of view, however, these less precise equations may not
affect the pilot's performance in flying the aircraft. Additional research is
needed to determine the role of predictor symbol accuracy in determining
operator control inputs before the allowable degree of predictor simplifica-
tion can be specified.

This approach to generating predictor symbology offers the advantages of
ease of implementation, low cost, and conformity to a digitally-generated
display. In fact, this method may be better than an accurate, fast-time model
in the sense that time lags are no longer proportional to prediction span
because of increased computations being required further into the future.
Furthermore, the prediction span need not be compromised by repetition rate,
updating frequency, or computing power available because any discrete predic-
tion is as easy to make as any other.

It should be remembered that the specific prediction equations of this
study pertain only to the control dynamics of the GAT-2 at the three predic-
tion times and control assumption times varied. In other words, the regres-
sion equations are always specific to the device from which the data are
collected. The approach and procedure for generating these regression equa-
tions, however, are general and can be applied to generating predictor
symbology for any specific device., Obviously, there probably are situations
in which a multiple linear regression may not provide an adequate representa-
tion of the true underlying system dynamics. In such instances a regression
approach is still appropriate, because it can be easily extended to higher=-
order, polynomial regression representations of these complex functions.
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INTRODUCTION TO A € YRDINATED COCKPIT DISPLAY CONCEPT
By D. L. Baty

Ames Research Center, NASA
Moffett Field, California 94035

ABSTRACT

The aircraft instrument panel has evolved as an ever growing collection
of subsystem indicators. Although human factors design has reduced the diffi-
culty in interpreting the displayed parameters, it has not resulted in a
quickly and accurately assimilated body of information. Some efforts have
been made to integrate displays from the pilot's viewpoint as evidenced by
electronic attitude director indicators and cathode ray tube (CRT) map dis-
plays. However, with these displays, full advantage has not yet been taken of
the potential of current computer and display device technology. This paper
describes an initial three-display configuration, based on a rationale devel-
oped earlier, that is designed to present flight status information. Primary
emphasis is on the factors that contribute to efficient perception and inte-
gration of the pilot's total spatial rituation. The display system consists
of three orthogonal views containing both qualitative and quantitative infor-
mation presented on three 17.7 x 17.7 cm (7 x 7 in.) beam-penetration color
CRTs. Therefore, the displays will show different views of the same informa-
tion. In addition, to increase the visual separation of the information ele-
ments, the colors red, green, and yellow are used to depict, respectively, the
control, performance, and navigation categories of flight instrumentation. As
a result the displays are coordinated in information and color; therefore, the
name Coordinated Cockpit Display (CCD).

INTRODUCTION

The Man-Machine Integration Branch, Flight Management Program at NASA-
Ames Research Center is committed to study and research of pilot procedures
and pilot-systems interfaces that will be required for aircraft operating
within the National Airspace System of the 1980-1990s (ref. 1). The study of
pilot information and display requirements is an integral part of this program.
These requirements are generated by many complex systems ranging in score from
the overall National Airspace System to individual on-board avionics systems.
If the pilot is to cope uvfficiently with all relevant information, careful
thought must be given to the method of its presentation. In a separate report
(ref. 2) several system and perceptual problems were discussed and the
rationale for an initial display set was evolved. Three general design goals
resulted from that discussion:

1. Div-rce the display configuration from individual subsystems.
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2. Display information to the pilot in such a manner that he always uses
the same displays regardless of the role he is actively taking.

3. Provide pictorial representations of the aircraft situation with
quantitative information appropriately related to the picture.

Based on these concepts the first prototype system was designed as
described in this report. The display system is a set of three, beam-
penetration color cathode-ray tubes (CRTs). Since one of three orthogonal
projections of the aircraft situation will appear on each CRT, the displays
will show different views of the same information. The color feature is
included primarily to obtain visual separation of information elements, but
additional advantage is taken of this capability by differentiating control,
performance, and navigation information or the three displays with red, green,
and yellow, respectively. Therefore, ti:e displays are coordinated in informa-
tion and color, and the name Coordinated Cockpit Display (CCD) was chosen to
emphasize this feature of the system. Changes in internal detail, but not in
overall concept, can be expected in subsequent displays.

GENERAL FEATURES OF THE CCD

The three-display configuration described here is based on three ortho-
gonal projections of the aircraft situation: (1) perpendicular to the
pilot's forward line-of-sight; (2) parallel to the ground; and (3) perpen-
dicular to the other two. Figure 1 illustrates the relatiomships.

The first display is most closely related to the pilot's view out the
front window and is perpendicular to the earth. For the CCD system this is
called the Vertical Situation Display (VSD) (fig. 1). Because the frame of
reference moves in response to aircraft attitude the first CRT presentations
of this type were called Electronic Attitude Director Indicators (EADI) and
that designation has remained (ref. 3). This reference to attitude is too
restrictive and the term vertical situation display is currently more descrip-~
tive of the broader function visualized for this display.

The second display represents the horizontal situation and is thus called
the Horizontal Situation Display (HSD). This plane is parallel to the earth's
surface and is the plane in which maps are commonly drawnm.

The display that will show the pilot's situation in a plane perpendicular
to the earth and parallel to the pilot's forvarl line of sight is called the
Side Vertical Situation Display (SVSD). In the past, very little attention
has been given to this view of the flight situation. In addition to other
features to be described, this pictorial view will be ideal for explicitly
showing the altitude situation, and should make it easy f r the pilot to main-
tain altitude awareness.

The combination of these three displays unambiguously shows the total
flight situation. Each display explicitly represents two dimensions in space
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and shares one of those two dimensions with each of the other two displays.
For example, the display elements to be shown on the SVSD will represent
up/down and fore/aft situation information; the up/down dimension is also one
of the VSD dimensions, and the fore/aft dimension is one of the HSD dimensions.
Therefore, each of the three displays is capable of showing different views of
the same information; for example, a waypoint in space with a line joining the
aircraft with the waypoint. By constructing these different views of selected
information the displays are tied together, or coordinated, in ter~s of
information content. The display elements are also to be color coded accord-
ing to three (perhaps four) classes of function that will be the same on all
three displays.

As prime instruments, the three CRTs will be mounted in the center of the
aircraft instrument panel with the display surfaces perpendicular to the
pilot's line-of-sight. This is not ideal since the pilot will have to men-
tally rotate coordinates to correspond with the real world. However, the
alternatives of positioning the scope faces parallel to the planes they repre-
sent, either at the instrument panel or closer to the pilot, present major
practical difficulties. To keep this mental rotation task as simple as pos-
sible the three displays will be positioned as shown in figure 2. This is the
relationship that results if the three planes depicted in figure 1 were folded
outward as if they were three sides of a box.

Color Coding

As already mentioned in the Introduction, color will be used as part of
this display system, primarily to obtain visual separation of the information
elements. The usefulness of different colors to separate display elements is
well demonstrated by current mechanical flight directors. Because monochrome
CRTs lack color separation, they become visually cluttered by even a few ele-
ments, Shape, intensity, and line coding do little to relieve the problem.
The beam-penetration CRTs to be used with the initial display system can
generate three basic colors: red, green and yeilow. (Other intermediate
colors, such as orange, can also be generated, but red, green, and yellow are
the most easily discriminable.) Rather than arbitrarily assigning a color to
each display element, a search was made for some consistent color assignment
scheme that would also fulfill the visual separation requirement. An instru-
ment classification scheme used by the Air Force provides three categories to
match the three basic colors.

Air Force Manual 51-37 divides flight instruments into three categories:
control, performance, and navigation instruments (ref. 4). Loosely defined,
the control instruments indicate first response to control inputs such as air-
craft attitude and engine power; the performance instruments indicate the
effects of changes in the control parameters, such as pitch changes resulting
in altitude and airspeed changes; and the navigation instruments indicate air-
craft position relative to ground references. These three categories can also
be referred to as inner, middle, and outer loop control.

The colors red, green, and yellcw have been assigned to control, perfor-
mance, and navigation information, respectively. (This is probably not critical
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from a perceptual standpoint.) Red was chosen for control informaticn for
three reasons: (1) pilot response to control requirements must be relatively
quick and red is traditionally associated witihi a requirement for immediate
action; (2) there are fewer elements of control information than is the case
for performance and navigation so less demand to "look at red"; and (3) because
red elements will probably require two beam tracings to attain the desired
brightness level, assigning fewer elements to red will save computer time.

The present green and yellow assignments were given because early color draw-
ings of potential displays were aesthetically more pleasing to the writer.

Research Hardware

The lines and dots that make up the display elements are generated by an
Evans and Sutherland LDS-2, modified to drive beam-penetration color CRTs.
Each color CRT measures 17.7 x 17.7 cm (7 x 7 in.). An SEL-840 computer
interfaces with the LDS-2 to generate aircraft dynamics, navigation and guid-
ance equations, and performance recording.

FEATURES OF THE INDIVIDUAL CCD DISPLAYS

The CCD concept as outlined so far is quite simple. However, when the
amount of specific information that could go on each display is considered,
along with the different possible forms that could be given to each pizce of
information, it is clear that the implementation of CCD could become complex.
In the following description of the individual CCD displays, only one form of
selected information is described. It is to be understood that changes will
be made to accommodate the requirements of specific experiments, and the pur-
pose of these experiments will be to seek better forms of the displays.

Vertical Situation Display

The Vertical Situalion Display is the primary display for aircraft atti-
tude. Since everything is referenced to the direction of flight, the center
of the display can easily become overly cluttered with aircraft symbol, hori-
zon line, pitch marks, runway symbol and other aiming points. For this reason
everything that might logically go on this display cannot be accommodated at
the same time. One configuration of the VSD is shown in figure 3. Element
color assignments given in the text below are summarized in Table 1.

This method of showing the attitude situation is fairly standard. The
combination of aircraft symbol (fixed), horizon line, and roll angle marker
show a 10° left bank and zero degree pitch angle. These elements will all be
shown in red.

The ground plane is differentiated from the skyplane by a perspective dot
pattern. The rate of downward motion could be programmed to be a function of
forward veloéity and/or altitude and may be studied at a later time. It is
believed, however, that the most important function of these dots is the
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ground-plane/skyplane differentiation (ref. 5) and secondarily the general
streamer effect (ref. 6). Altitude and velocity coding would encounter range
problems; for example, the dots would be so far apart close to the ground that
the visual illusion of the ground plane would be lost. The ground plane dots
will be yellow.

The performance information that will have to be read most precisely dur-
ing critical maneuvers surrounds the central attitude display. The altitude
position reading on the right has a natural up/down relationship on this dis-
play. Also the heading readout at the top of the display has a natural right/
left relationship. Airspeed has no natural position correspondence so the
standard population stereotype, reading upward for larger values, was adopted
(ref. 7). Heading, altitude, and airspeed are each read as a combination
moving tape and digital readout, taking advantage of the best features of both.
Digital readouts can be read more quickly and accurately than an analogue
readout, but are poor for rate judgments. A moving tape provides rate and
lead information. In operation, the moving tape numbers are blanked from the
digital readout box so that the visual effect is that of the tape moving
behind the box. For this simulation there will be provision for choosing
either moving tape or digital readout separately before beginning a flight.

The rate of change of heading and altitude, more commonly known as turn
rate and instantaneous vertical speed indication (IVSI), respectively, are
displayed adjacent to the appropriate moving tape. Turn rate is normally
shown in terms of a standard 3°/sec turn (although for STOL aircraft this will
probably need mod? fication). In like manner the IVSI will be scaled for one
or two standard siuk and climb rates. If needed, a speed command or error bug
will run along the airspeed tape. All these elements on left, top, and right
of the VSD will be green.

Two pieces of information, flight path angle (FPA) and potential flight
path angle (PFPA), have been combined into one symbol so that the relationship
between the two pieces of information cannot be lost among other symbols on
the display. In figure 3, the point between the two tips of the FPA marker is
the actual direction of aircraft flight at a given mogent. This point is also
called the aiming point and a line extending from the aircraft toward this
point is called the velocity vector. This symbol can be used to show flight
path angle relative to the horizon or to any spatially located point such as a
3-D waypoint, runway threshold, or another aircraft. Flight path can be com-
puted relative to the ground or relative to the air mass. At present there
are arguments pro and con for each of these frames of reference. First empha-
sis will be on pilot interpretation problems with different simulated weather
conditions. Green is the color from the inner tips of the symbol to the pivot
or bending point.

The PFPA is referenced tc the FPA. When the PFPA is level with the FPA,
the acceleration along the aircraft flight path is equal to zero, therefore
speed 1s constant., If PFPA is above FPA, the acceleration is positive and the
speed will increase; if PFPA is below the FPA, acceleration is negative and
the speed will decrease. These two indicators make the effect of changes in
throttle setting, flaps, landing gear, etc., immediately apparent to the pilot.
As an 1llustration of the use of these two disilay elements consider the
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examnple shown in figure 3. The potential flight path is shown as beiig 8°
belcw current flight path. Without a power change, a continuation of the
flight path shown will lead to a reduction in airspeed. The pilot can use the
information to increase throttle until the potential flight path reads the
same value as for flight path, thereby maintaining current flight path and
airspeed. Or, continuing with the example in figure 3, the pilot can maintain
current airspeed without changing thrust by pitching down until the flight
path matches the potential flight path. Because potential flight path is a
directly controlled variable, the "flat" portion ui the symbol is in red.

Not shown in figure 3, but planned for evaluation are waypoint guidance,
runway and touchdown pnint, and a method for showing a 3-D perspective of
desired flight path; for example, tunnel or channel display (ref. 8).

Side Vertical Situation Display

The Side Vertical Situation Display clearly and unambiguously relates
present aircraft altitude to future altitude requirements (fig. 4). The air-
craft symbol (red) remains fixed at the altitude digital readout box (green).
This accomplishes two purposes: (1) the aircraft altitude reference is
explicitly established and (2) a required second altimeter is provided. The
altitude on the VSD is from radar and the altitude on the SVSD is barometric.
The operation of the moving tape/digital readout is the same as described for
the VSD. To enhance terrain altitude awareness, significant terrain features
(yellow) can be shown referenced to the moving tape. Logic will have to be
provided to change these features as a function of lateral displacement from
desired ground track.

Flight path angle (green) and potential flight path angl. (red) are
accurately read against an expanded aagle scale (3:1 in fig. 4). The vertical
relationships are the same as previously expiained for the VSD. The aircraft
symbol rotates about its midpoint to indicate aircraft attitude.

An IVSI digital readout (green) in the upper left corner supplies abso-
lute vertical speed information, supplementing the analogue readout on the
VSD. An arrow appearing above or below the box reinforces the sign informa-
tion regarding up or down velocity of the aircraft. There is a +50 ft/min
dead band about zero ft/min so that the arrow is not continually flipping over
when the aircraft is flying straight and level. In keeping with the philosophy
of relating quantitative information to qualitative information this vertical
speed information should be closely related to the flight path angle or the
aircraft symbol. Initial attempts to do so restlted in excessive clutter and
loss of other information. As with all items cu these displays its final form
is yet undetermined.

A segmented line (yellow), moving toward the aircraft symbol, indicates
the desired vertical track. Relevant tags are shown at waypoints, marker
beacons, etc. Vertical and horizontal scaling must be compatible with the
flight path angle scaling.
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Horizontal Situation Display

The Horizontal Situation Display (fig. 5) relates the aircraft (red) to
its geographic position. This may be shown as aircraft position relative to a
desired coursc line, navigation aids, waypoints, runways, or prominent geo-
graphic features, all of which would be shown in yellow.

The horizontal projection of the velocity vector or flight path (called a
trend vector by Boeing), the range altitude symbol, and ground speed and wind-
speed vectors would be green. The range altitude symbol shows the point at
which the next waypoint altitude will be reached if the present vertical com-
ponent of the velocity vector is maintained.

If this display is to be used for manual control the lateral track error
can be expanded by some factor and shown by a bar parallel to the aircraft, as
if a portion of the guide line had been cut out and expanded.

Sufficient work has been done to show the utility of a predictor on the
HSD (refs. 9, 10) so that an evaluation of a predictor (not shown in fig. 5)
will be part of this work. (This may eventually include evaluation of predic-
tors or the VSD and SVSD as well.) Also not shown, but candidates for HSD
presentation, are time slot information for 4-D navigation and symbols showing
other aircraft for traffic situation information (refs. 11, 12).

Coordinated Cockpit Display Evaluation

The goal of the CCD concept is to present flight information explicitly
in its situational context. The advantages and disadvantages of this approach
remain to be studied. In the first simula*or study, pilots will manually fly
a complex, decelerating landing approach w.ch go-around at 200 ft before
touchdown. Using this task, pilot performance will be compared when using the
CCD or standard instruments. Pilots will be interviewed for opinions, com-
ments, suggested changes, and additions or deletionms.

As display ideas evolve it is expected that various configurations of the
CCD will be compared so that new idens on display content and form can be
evaluated. In a parallel effort the CCD will also be integrated into a full
mission simulation and evaluated in the larger context of complex navigation
with an air traffic control system.
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TABLE 1.~ Display Element Color Assignments

Display elements

Red

Green

Yellow

<
1%
o

Horizon line and pitch marks
Aircraft symbol

Roll angle

Ground plane dots

Altitude tape and digital readout
Airspeed tape and digital readoit
Heading tape and digital readout
Turn rate

IVSI

Flight path (FPA)

Potential flight path (PFPA)
Waypoint guidance (not shown)
Runway (not shown)

Tunnel or channel (not shown)

E T T ]

Ee it i

SVSC

Aircraft symbol

Altitude tape and digital readout
Terrain features (not shown)
Fiight path (FPA)

Potential flight path (PFPA)
Angle scale

IVSI

Desired vertical track

Waypoints, beacons, etc.

HSD

Alrcraft symbol

Flight path

Range altitude
Ground/windspeed vectors
Expanded error bar
Navigation aid

Waypoint

Rurway

Obstructions

i

LRI R ]
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IMPLICATIONS OF A MIXTURE OF AIRCRAFT
WITH AND WITHOUT TRAFFIC SITUATION DISPLAYS
FOR AIR TRAFFIC MANAGEMENT

J. Kreifeldt; L. Parkin; P. Rothschild
Department of Engineering Design
Tufts University, Medford, MA 02155

T. Wempe: Man-Machine Integration Branch
NASA-Ames Research Center
Moffett Field, CA 94035

Presented at the 12th Annual Conference on
Manual Control, 1976

SUMMARY

A mixture of aircraft (A/C) with and without traffic situation
displays (TSD) was simul: ted to ascertain its effects or distributed
air traffic management in the terminal area.

A particular type of distributed air traffic management (sequencing)
was used as determined from previous experiments with the nonTSD
aircraft being vectored. This mixed condition consisting of one A/C
simulator without a TSD and two with TSD was compared to a baseline
vectoring condition in which all 3 simulator A/C lacked TSD.

The three simulator A/C and four or five computer simulated A/C
were embedded in a terminal area traffic probler with as much realism
as possible. All A/C were considered to be STOLcraft.

Analyses were made of flight performance measures, verbal communica-
tions and subjective evaluations by the professional pilots and controllers
who served as subjects.

The analyses favor the TSD equipped A/C and the distributed mode of
management permitted by this cockpit capability. However there are
indications that an A/C without a TSD in a TSD environmert may require or
receive considerably more controller attention and pilot disfavor than
when it is in an all vectored environment. This may imply that TSD and

nonTSD A/C should be segregated and controlled accordingly.
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INTRODUCTION

A number of experiments and reports (1, 2, 3) have now documented
the considerable potential that Traffic Situation Displays (TSD) in the
cockpit hold for increasing the safety, orderliness and expeditiousness
of terminal area air traffic management without increasing pilot or
controller workloads. The controller's verbal workload in fact can be
considerably reduced (4) by a type of distributed management in which the
TSD A/C are issued sequence orders only which they then achieve via
their TSD without need for any vectoring as in VFR (Visual Flight Rules.)

However, the experiments to date have not treated the very reasonable
possibility of a mixed traffic display environment in which some A/C have
TSD capability and others do not. This situation could arise by failure
of the TSD in an A/C. It could also arise through the more common possi~-
bility that not all A/C will have TSD due to cost or other evolutionary
factors thus producing a mix of A/C on a traffic information basis.

Just as a mix of A/C speed types poses special management problems and
techniques it might also be supposed that a mix of A/C information types
might have its own impacts on efficient management.

In order to investigate the effects of a mixed TSD environment, an
experiment was performed at NASA-ARC utilizing the Air Traffic Control
simulation facilities and programs developed in the Man-Machine Integration
Branch. This taciiity permits studying the group interactive aspects
and performance of terminal area traffic management based on exploitation
of the 360° view of surrounding traffic made available in the cockpit
by a Traffic Situation Display.

A previous study(l) showed that distributed management of 3 A/C
equipped with TSD was not only possible but also generally superior in a
number of respects to the ground centralized vectoring method of control.
In particular, a form of distributed management termed sequencing appeared
superior to an alternative form of distributed management. In the
sequeniicing mode, the controller issued only sequence order to each TSD
equipped A/C leaving them to achieve this order in VFR fashion thus vastly
reducing controller verbal workload without any substantial increase in
the pilots' workloads. Therefore for this study, the sequencing mode of
distributed management was used for the TSD equipped A/C. All non TSD
A/C were vectored.

Two basic conditions were simulated in the present experiment.
Vectoring as a condition was characterized by all three simulators lacking
traffic information and thus requiring vectors., Nonvectoring was
identified with the mixed information condition in which two of the
simulstors had TSD but the remaining cne did not. In a sense, the mix
could be viewed as an independent variable along a continuum with the
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ratio possibly determining the best form of traffic management. The
mixed ("nonvectoring') condition was thus a simultan -us VFR-IFR environ-
ment.

The two basic conditions (vectoring, nonvectoring) wrre coupared
and within the nonvectoring (mixad) condition, the two specific manage-
ment techniques (Sequencing, Vectoring) were further compared. Comparisons
were based on flight performance measures, verbal communications and
subjective evaluations obtained after each run and after the experiment.
Three groups of three pilots and two controllers per group were used to
test for group specific differences in the results. All subjects were
practicing professionals.

METHOD

1. Task

The basic task is referenced to the map shown in Figure 1.

WIND wP4
i
FET

Figure 1. Grouna Projection of the Task Layout. Distances are given
in Nautical Miles. A STOL Terminal Area is simulated.

The Locations of the Outer Marker (LOM) and Middle Marker (MM) were

appropriate for a STOL airport. There were three approaches to the airfield
and a go-around (goa) route to be used in case of a missed approach.
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Suggested altitudes are given at each waypoint (WP) for traffic purposes
although once past WP 12, the altitudes shown are appropriate for a €°
STOL approach which all craft were required to execute.

Computer generated A/C were introduced at WP 1l every two min.utes
on the average with a 5 second standard deviation. Once introduced,
each A/C followed a standard altitude and speed profile appropriate
for its type. The controllers could modify only the speed of these craft
through keypoard input. Controllers could "hold" the computer A/C at
WP 11 and subsequently resume their introduction through appropriate
keyboard commands.

The piloted simulator A/C were initially introduced anywhere between
or on the 045° and 165° approaches to the terminal area with appropriate
heading: and speeds. Pilots had aileron, elevator and throttle control
of their craft.

The basic task required that the 3 simulator craft be inserted
between the computer A/C (scheduled to cross WP 12 every two minutes
with some variztion.) A basic rule limited spacing tc a minimum of 1lnm
or 60 second between A/C crossing the middle marker. (A fuller description
of the problem and subject instructions is given in reference 5.)

Two management conditions for accomplishing this task were compared.
In the first condition (vectoring) all 3 A/C were without TSD. Each pilot
saw the map of Figure 1 and his own A/C position on it. Because no
visual traffic information was available to the pilots they had to be
vectored. In the second condition (nonvectoring), two of the three
simulators had full 360° visual traffic information while the third remained
as in the first condition with the map and only his own position shown on
it. Thus two of these A/C (with TSD) could operate in the sequencing mode
while the third A/C (without TSD) required vectoring. A common voice
circrit was used between all pilots and controllers. Each pilot had a
vertical situation display identical to that used in previous studies and
a description may be found in Reference 2. A 30 second path predictor
was always present on own A/C only.

The basic objective of this study was to ceterm..e the impact such
a heterogeneous mixture of A/C with and without traffic information would
have on terminal area traffic management when compared with a baseline
vectoring condition,

2. Measures
Three types of measures were obtained in this experiment. Objective
(flight performance) measures of variables sucnh as alleron, elevator and

throttle activity in the simulators; final airspeed, heading, glideslope,
etc., errors, pitch and roll rates and others: verbal measures based on
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tape recordings of the pilots and controller exchanges: and subjective
measures obtained from questionnaires completed after each run and after
the total experiment.

The experiment -.as replicated on three separate groups of three
pilots and two conirollers per group. Three runs of each of the two
experimental conditions were obtained from each group. A run lasted
20 to 25 minutes and each group received approximately 4 hours of practice
under both conditions. Practice and test runs were made on separate
days. All 15 subjects were current airline pilots or air traffic .ontrollers
from the San Francisco-Oakland region.

To reiterate, in the Vectoring condition, no A/C had a TSD and thus
all A/C required vectoring. In the Nonvectoring condition, the two A/C
with traific displays received sequence order information only from the
controller and were left to achieve that order via their TSD and a.. verbal
communication necessary between the pilots, The single A/C without a
TSD had to be vectored by the controller among the A/C flying "VFR."
Thus the nonvectoring coudition had both VFR (TSD equipped A/C) and IFR
(nonTSD equipped A/C) traffic.

RESULTS

The results are highlighted here with more detailed analyses to
be found in reference 5. Results are presented according to the three
types of measures.

1. Objective Measures
A. Comparisons

A battery of seventeen objective performance measures was recorded
on each of the 3 piloted simulated aircraft. These variables are not
statistically independent of each other. However, an assessment of the
number of independent components present in the tattery will depend, to
some extent, on the results of the present analyses. Application of principal
components and factor analytic-procedures are therefore postponed to a
later report.(s) Sixteen of the variables may be thought of as belonging
to four general groups as follows:

Group 1 - Landing Accuracy Group 2 -~ Manual Workload
FAE: final airspeed error AA: allerom activity
FGE: final glideslope error EA: elevator activity
FHE: final headlng error TM: throttle movements
FLE: iinal lateral error TM/DT: throttle movements

per unit of flight cime
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Group 3 - Expedience/Economy Group 4 - Passenger Comfort

HPL: horizontal path length RRA: roll rms acceleration

DT : duration of flight PRA: pitch rms acceleration
STM: speed total maneuvering TAC: throttle average change
ICT: intercrcssing time STM/DT: specd total man. per

unit of flight time

All measures in the Landing Accuracy group were made as t‘he aircraft
passed the middle marker (M4 on Figure 1) during the final approach.

In the second group, the aileron and elevator activities are rms
values of these controls during the simulated flight. Throttle movements
(TM) which resulted in speed changes of five knots or more were ccunted
for this variable. The variable TM/DT is the throttle movement count
divided by the duration of the flight.

The third group of output variables includes the total length of
the aircraft ground track (HPL) and the time duration of he simulated
flight (DT). These two variables are highly correlated. Speed total
maneuvering (STM) 1is the sum of all speed changes during the flight.
Intercrossing time (ICT) is the time interval between a given aircraft
following the one ahead of it across the middle marker on the final
approach. (Subjects were instructed to maintain an intercrossing time
as close to sixty seconds as possible.) The lowest mean ICT for any cf
the ATC management schemes was in excess of the sixty second guideline.

The final group of output variables describes the aircraft motion
as it may affect passenger comfort. The first two variables are the rms
values of roll and pitch accelerations. The average throttle change (TAC)
was computed using only throttle changes which would result in speeds in
excess of five knots and, therefore, reflects the more gross and perceptible
speed changes. The speed total maneuvering was divided bty the flight
duration to give the last variable in this group, STM/DT.

For each of these sixteen variables, the lowest value is also the
most preferred value. A seventeenth output variable is the average speed
of the aircraft (AVSPD). There is no obvious optimal value for average
speed and since there was no significant difference in this variable among
the several ATC management schemes, it was not included in the
summary of results to follow,

An a priori summary of the objective performance results is
przsented in Figure 2, showing four ATC management categories. The first
category, vectoring, includes 44 cnmpleted flights. The cockpits of
simulators were equipped with displays showing the position of that
aircraft only in relation to the map. The next three categories
involve nonvectoring condition flights. The first of these included
35 completed flights in which the simulators were equipped with traffic
situation displays showing the positions of all airborne aircraft
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to the pilots. The second of tlL.. nonvectoring categories included

the 16 vectored flights of simulators with no TSD's, Experimental runs

in the nonvectoring condition were heterogeneous since simulators with

and without TSD's were in the air at the same time in a ratio of about 2:1.
The last category of the nonvectored condition flights included all 51 fliglts
of the two previous categories (both with and without TSD's.,) This category
reflects the overall performance of the two to one mix of TSD and non TSD
aircraft for comparison with the totally vectored condition flights.

ATC MANAGEMENT PROFILES
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Figure 2 A Relative Comparison of the Means and Standard Deviations
of the 16 Objective Measures for Four Types of Flights.
Percentages shown are xelative to the lowest Value which
is not shown.
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When a flight involved a missed approach or "go around", the
data describing the portion of the flight after the aircraft passed
the middle marker for the first time is not included in the results
and analysis. This data was omitted since the high throttle, aileron,
and elevator activities and consequent aircraft accelerations associated
with recovering from the missed approach tended tec produce markedly
bimodal distributions for these var.ables.

The profiles of Figure 2 compare the mean values and standard
deviations of the first sixteen output variables. The AIC management
category which produced the highest mean or standard deviation for a given
variable is taken as the worst case for that variable. The vertical bars
indicate the per cent improvement achieved by the given management schemes
over the worst case for that variable. For instance, nonvectored TSD's
produced the worst results for the mean value of finzl airspeed error.

The vectored flights produced results which were .5 per cent better (lower).
Nonvectored condition flights without TSD's (i.e. vectored A/C in the

mixed condition) achieved a 35 per cent improvement over the TSD flights

on this variable and the combined result for all nonvectored conditiocn
flights was about 10 per cent better than the TSD category alone.

Figure 2 shows that the vectoring condition produces poor .esults
in the final error measures both with respect to mean values and standard
deviations. Vectoring also resulted in consistent but poor performance
with respect to aileron activity. However, the remainder of the manual
workload measures, as well as the expediency/economy measures and passenger
comfort measures constituted improvements over the respective worst cases.
The nonvectored TSD flights produced poor results in final airspeed and
final lateral errors, although glideslope and heading errors were low. This
category produced the best results with respect to aileron activity and
consequent roll acceleration while requiring the greatest amount of elevator
activity and pitch acceleration. All other performance measures seem to
follow the vectoring profile. The nonvectoring condition runs without
TSD's (i.e. vectored flights in the mixed condition) outperisrmed all other
categories on the final error measures. However, this category produced
the worst results for almost all other measures.

Figure 3 shows a set of pair-wise comparisons of the various ATC
management categories for aiding in comparing flights on the 16 measures.
The first comparison contrasts vectoring with the combined nonvectoring
category (i.e., no distinction for TSD, nonTSD.) Nonvectoring appears
to outperform vectoring in the final error measuves while the reverse is
true for all but two of the other measures. The aileron activity favored
nonvectoring and was the only measure significant at the .01l level.
Comparison of the standard deviations on these two categories showed non-
vectoring to produce more consistent results in the final error measures.
F tests showed the heading and lateral errors to be significantly wore
consistent (at the 0.1 level) for nonvectoring. The variance in aileron
activity and roll acceleration was significantly lower (at the .05 level)
for the vectoring flights however.
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PAIR WISE COMPARISON OF ATC MANAGEMENT CATEGORIES
MEAN VALUES STANDARD DEVIATIONS

vECTOMNG

MOW-VEC TORING
W res 7 Nore

W
Ful RE PN AL A EA TN TWOT AN &7 ST /CT RAA PRA TRC STRT AL tes tMl P10 AA 1A TR WAR AR 87 IR KT RSt PAA TAC ST
vICToMVE

MW vECTORING
T30 FLIGNTI &0 . :

SN FOL FME FLL AA LA TM TRRTNPL BT JTM (T BBA A MG ITROT rAE FOE FNE Tl AA T4 TR TR WM PT 3TM KT RGN M TEC SR

T

vEcTomme L
NOW-v (CTORING
o TI0 RAGNTS saeY

FAL FOL Pl Fil AA A TR PR R DT 3T KT MR PR TS STNYET Far 16 P IS AA A TR TRAT N BT ITM KT AR AR B STASY

e [ ol 1 i

N
AN PME P AL AA LA TH TRE AL OF 3Dt KT A A W W mmnuuumwulﬂﬂ“m‘l‘”

NTIee X SATED TRIT REPED § PRONIXID MONL FRweviilLs (LOWER) Misg S WIN METHSS ¥
P00 WMOMKE & (NOT JBNFNSNT) AND WARADLL € (3IONNICANT 4T THE 83 iavEL)
METI00 T MENIVCL" Moll] FAVANNE WMUES Thin RLTHOD X AR WML B
TN Y (SONTICANT AT INE .3 LIVEL) oD WAl B (3 EMITICANT AT Tk 81 ULVEL)
a s

Figure 3 Means and Standard Deviaticns of the 16 Objective Measures
Compared for the Four Types of Flights on a Pair-Wise Basis.
The Favoring Direction of a Measure is Indicated. Levels
of Statistical Significance are Shown.

Comparison of the vectoring and nonvactoring (TSDh) flix* . cerally
favored the latter category. The noavectored flights had sign: * ...~
lover aileron activity and consequent roll acceleration. The v.. i< -
of FHE, FLE, DT, TAC, and STM/DT was significantly less for cne
nonvectored TSD flights while the variance for atievon activity signifi- . . iy
favored the vectored aircraft.

Comparison of vectoring condition fl.ghts J+ith the nonvecto:r .
condition non TSD (i.e. vectcred) flights showed che latter to perforw
bettar with respect to final error measures and aileron and elevator
activity, while \ :ctoring was favored on most other measures. No comparison
of mean values between these categories was significant. The nonTSD vectored
flights in the nonvectoring condition produced less variance in all of the
final error measures and three out of four of these comparisons were
significant beyond the .0l level. Vectoring condition flights produced
lower variances in all other measures although only aileron activity,
roll acceleration and intarcrossing time were significantly lower.
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Finally, the nonvectored TSD flights are compared with the -onTSD
(vectored) flights in the n.nvectorin® condition. The ¢ ly signifi_ant
differenzes in mean values show TSD flights to be superior with respect
to aileron activity and roll acceleration. The nonTSD flights have lower
variances in all of the finil error measures (two out of four were signifi-
cant) while the TSD flights had significantly lower variances in all of the
expedience/economy measures. The variance in throttle average change
also favorcl the TSD flights.

A brief summary comparing the conditions on the relative favorable-
ness of each measure (mean and standard diviation) shows the following:

O Vectoring condition superior to ncnvectoring condition overall.
Vectoring shcwed more favorable biases than nouvectoring although the
most significant differences favored nonvectoring as did the final error
measures. Intercrossing times favored vectoring,

O TSD nonvectoring superior to vectoring.
The truly nonvectored flights (those with TSD) compared to
the flights in the vectoring condition showed more favorable biases
(10-to-6 for both means and standard deviations) including inter-
crossing times. 1In addition, the 7 significant differences all favored
the TSD flights.

O Vectoring condition superior to vectored nonT€D.

The flights in the vectorirg condition showed more favorable biases
than the vecto.ed flights (noTSD) in tbe nonvectoring condition, most
noticeably in the sta .iard deviations (12-to-4) a'though again the most
significant differences favored the nonvectoring nonTSD flights as did
the final errors. Intercrossing times favored the vectoring condition
although not significantly.

O TSD nonvectoring superior to vactored nonTSD.

Witain the nonvectoring condition, the TSD (nonvectored) flights showed
more favorable biases than the nonTSD (vectored) flights including inter-
crossing time. However the final errors were smaller and more consistent
for the nonTSD.

Thus, based solely on objective measures, the TSD (nonvectore.) fligits
were svperior to vectored flights whether or not all the flizhts in the
condition were vectorad or just those flights lackiag a ISD. On the
other hand those flights that were vectored in t™:e nixed (nonvectoring
condition were somewhat better on final errc:.s.

B. Multidirensional Analyses
A series of multivariate analyses of varisnce (MANOVA) and

discriminant analyses were performed on the lata using the ATC managewent
schemes as the independent or grouping variable, Thus, there were three

186



group~* vectored condition flights, nonvectored conditicn flights with
TSD's, -d nornvectored cor'.tlon tlights without TSD's. The purpose of
these analyses was to determine if there were significant differencu:s

among the 3 groups in zerms of the entire set, or a smaller subset, of

the output measures, If such differences are present, as a priori analysis
innlies, discriminant variates should express these differences in a
reaaily interpretable fashion.

The first step in the analysis wa. t. break down the total variance
in tlie measurement battery of seventeen variables into & partition of
variance which cont :ined differences among the three groups and a partition
which included variation within the groups. The hypothesis Hy, equal
within dispersion (variance~covariance) matrixes for the three groups,
was then tes:ed using an F-distributed transformation of Box's M statisticG.
This hyp~thesis was retained thus vaiidating application of . he MANOVa
procedure. An F-distributed transformation of Wilk's Lambda statistic®
was then used to tast the hyr ~n1esis, l,, that the column vectors of mean
values oa the members of the measurement Lattery were the same ic: all
three groups. It was found tha: th_.s hypothesis cculd %= rejecteu with
a probability of false rejection less than 0.1.

Tnspection of univariate F ratios for the ‘ncividual measurement
variables enabled evaluation of the discriminating power of the varicus
variables. Two of the less usetul variables were el .minated to p’oquce a
smaller subset of 14 variables and both hypothesis w:re retested for the
smaller measurement battery. Hvpothesis Hy was again retained and hypothesis
H, was rejected with a smaller probability of false rajection. The
number of variables was selectively and finally reduced in ensuing analyses
to 8.

The eight member battery included the variables HPL, STM, AA, RRA,
FGE, FAF, DT, and ICT and c¢nabled rejection of Hy with a probabilisr of
false rejection at less than 0.01. The discriminant analysis performed
on this battery produced two statistically orthogonal components of the
battery, both of which provide significant discrimination among the groups.
The difference among the three group means on the first component was
s*znificant beyond the 0.005 level. This compo ent is defined in terms
of the standardized scores of the =ight variables and is given in standardized
form by the following equation:

Dy = 067 HEL - .~%3 STM + .592 AA + .372 RRA
-.323 FAE + .377 FGE + ,320 OT + ,397 7CT (1)

The level of significance of differences among group means on the seconu
component was between 0.)5 aad 0.02. Thisz c.mporent is given by the
following equztion:

Dy = = .025 HPL + .491 STM - 1.299 AA + 1.132 RRA
- .221 FAE + ,109 FGE + ,3C7 DT + .48l .C1 (2)
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The structure matrix for these components was computed using the
total (before partiticni ) variance in the test battery. This structure
matrix, as well as the communalities achieved by the structure and the
univariate F ratios computed in the MANOVA are presented below.

Variable Structure Communalities Univariate F Ratios
1 2
HPL L173 .246 .091 .72
ST™ -.05% .312 .101 .70
AA . 99 -.324 .608 6.56
RRA .602  .129 .379 4.06
FAE -.147 -.270 .095 72
FGL <231 -.226 .0% .89
DT 217 .298 .36 1.10
ICT .307 .334 .206 1.176

The elements of the structure matrix are product moment correlations
between the variable (row) and the discriminant component (column).

The square of an element is, therefore, the proportion of total variance
in the variable that is used by the component. The communalities for

the variables are the sums of squares across the rows of the structure
and are, therefore, the proportions of total variance in the variable
that are utilized in the discriminant space defined by the two components.
The univariate F ratios and communalities both indicate similar orders

of importance for the variables in this measurement battery. The aileron
activity is the most important differentiator of the group. The other
variables are RRA, ICT, DT, FGE, STM, FAE and HPL in descending order of
importance.

The mean group scores on the two discriminant components are
plotted in Figure 4. Each group mean is at the center of an eclipse
and the ellipses define regions of the discriminant space containing about
67% of their respective populations. The vectors emanating from the origin
of the space are projections of the measurement vectors on the discriminant
plane indicating their directions of increase in the discriminant space,
while their lengths indicate their relative importances as discriminators
of the groups.
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Figure 4 Discriminant Analyses of the Three Different Types of Flight.
NTSD Indicates the IFR Flights in the Mixed IFR-VFR Environment.
The Figure shows a Clear Significant Difference Between these
Flights. Eight Discriminatory Variables are Shown.
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The MANOVA and discriminant analyses have established that the
level of significance for differences in the smaller subset of eight
variables is beyond the 0.01 level. At this point it would be appropriate
and informative to perform a principal components anaiysis and factor
analysis on the data to determine the number of independent components of
variance present in the seventeen output variables and to find a rotation
of the components which is maximally interpretable. Since the MANOVA
showed significant differences among the groups, these further analyses
must be performed on a correlation matrix obtained from the pooled
within groups dispersion matrix, Use of this within groups partition
of variance will eliminate the differences between groups and give a
more accurate view of the inter-relationships among the individual
variables. This analyses is being performed.

C. Conclusions from Objective Analyses

Therefore based on the above analyses, it appears that the flights
that merged and made approaches from sequence order information only (i.e.
via TSD) achieved distinctly different and better individual and system
performances than vectored flights. On the other hand and perhaps some-
what counterintuitively, those flights that were vectored in a mix of
vectored and nonvectored ones were also distinctly different from flights
in which all were vectored. This perhaps indicates that controllers
found it more difficult to vector A/C in a nonhomogeneous mix than when
all were vectored even though the A/C "workload" judged by vectored A/C
numerosity was 1/3 lower in the mixed condition than in the all vector
condition.

2. Verbal Measures

The verbal communications during each run were tape recorded and
later transcribed to hard copy for further analysis of the verbal workload
for both vectoring and nonvectoring flight simulations. As beforze, the
traffic situation display flights and those flights without traffic
situation displays are compared, and more specifically the flights with
TSD are compared to flights with the vectoring condition and to vectored
flights within the nonvectoring condition. (Vectored pilots flying in
the nonvectoring condition will be referred to as pilots without a TSD.)

A, Word Rates and Word Counts
Running cummulative word rates (averaged over successive 60 second

intervals) are shown for pilots, controllers and the total group in
Figure 5a, 5b, 5c.
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In these figures, rates are plotted ~zainst the running cummulative
word count permitting both to be compared. (,omparisons must be made
at equal numbers of plot points (60 sec. intervals). One immediate
feature of the graphs shows a high initial word rate which decreases
sharply followed by a subsequent increase from which point the rate
continues to decrease for several minutes. While the exact behavior
is no doubt task spei}gic this same general behavior was observed in a
previous experiment.

Figure 5a which combines the total pilot and controller communication
presents a fair comparison of the conditions. Vectoring and nonvectoring
conditions had the same total word count (300) although the initial rates
were lower for nonvectoring. However, where the two types of flights (TSD,
NTSD) within nouvectoring are compared a large difference is apparent.

Both the initial word rate and final word count were about 757 greater for
the NTSD flights than for the TSD ones. This type of finding is completely
consistent with previous experiments. An interesting and somewhat
unexpected finding is that the word rate for the vectored flights in the
nonvectoring condition (i.e. nonTSD) was considerably higher even than for
flights in the vectoring condition. This phenomenom was observed for each
of the three groups individually so that it appears to be fairly robust.

When just the pilot communication is looked at in Figure 5b, the
differences between these 4 conditions are not as marked although again
the NTSD flights had a higher initial word rate and final word count
than either of the other 3 conditions. TSD (nonvectored) flights had
the lowest initial word rates.

Figure 5c shows that the effects of the four conditions were most
pronounced for the controllers' communication with the same general
findings holding as before. The nonvectored flight (TSD) had lowest
verbal workload in terms of initial word rate and total word
count while the vectored flight in the nonvectoring condit?en (NTSD)
had the highest word rate and total word count.

The group consistency effect is shown visually in figure 6 as a
means of suggesting the robustness of the previous findings. Figure 6
plots the normalized differences in total word counts for each comparison.
The controller groups were quite consistent across the comparisons
with somewhat less consistent results for the 5 pilot groups.
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Figure 6 Pair Wise Comparison of Total Word Counts in Each Flight
Type for the Three Groups.

B. Content Analyses

Content analyses are being performed on the verbal data. The
results to data show that the pilots with TSD's spent significantly
less time discussing direction and heading than under either of the two
vectoring situations. And not too surprisingly, controllers communicating
with the nonvectored flights (TSD) made fewer references to speeds than
when communicating with the vectored flights,

C. Conclusions Based on Verbal Analyses

The verbal workload for controllers is considerably reduced
in both. word rate and total words by taking advantage of the pilots'
TSD capability. Pilots with TSD have essentially the same work rate
and total word count as when they are in an "all vector" environment.
Thus the lower controller verbal workload in the sequencing condition
is not reflected in a higher verbal workload for the gilot. This finding
is essentially the same as in a previous experiment.(l)

i
¢
4
|

The effect of a mixed traffic information environment however is
surprising. The verbal workloads for both controllers and pilots being

195




e

vectored in the mixed control environment was markedly higher than when
the environment was not so mixed. This may be caused by an increased
difficulty in vectoring A/C around in a space also being used in a
"VFR" mode by other pilots. It might also simply reflect the increased
time the controller has when some of the A/C do not need vectoring
causing him to increase his communication with the remaining A/C.
Analyses to determine the pertinence of this increased communication

is being pursued.

In practice, this finding might suggest a necessity to segregate
TSD and NonTSD equipped A/C handling each group separately on a "VFR",
"IFR" basis.

3. Subjective Measures
A, Questionnaire Results

Subjects filled out evaluation sheets after each run and a
fin.l questionnaire at the conclusion of all of their runs. Figure 7
summarizes some of the averaged results obtained. Subjects were
asked to indicate their assessments by placing tic-marks
on an ungraduated line. Thus placement of a mark indicates not only
relative ordering but strength of the assessment as well.

The overall preference for the two main conditions is shown by
System Evaluation on the final questionnaire. As in a previous
experiment,(l) controllers preferred vectoring to nonvectoring while
pilots preferred the nonvectoring (i.e., mixed) environment even through
they had experienced both TSD flights and nonTSD flights (in which
they were vectored). The strengths of the two choices were essentially
identical for pilots and controllers.

The pilots also felt that the nonvectoring condition was safer
than vectoring although again controllers had the reverse opinion.
However, a more detailed analysis obtained after each run shows that
controllers felt the nonvectoring condition to be slightly safer than
vectoring. The pilots judged the TSD (nonvectored) flights as most safe
and the vectored flights in the nonvectoring environment (NT) as least
safe, even compared to being vectored in an all vector environment.
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Pigure 7 Pilot and Controller Averaged Responses to Questions After
each Run and After the Experiment. The Final Questionnaire
Compares the Two Basic Conditions. The Runm Evaluation
Separates TSD (T) from NonTSD (NT) Flights in the NV Condition.
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In fact, pilots .ated the vectored flights in a mixed environment

(NT) lowest on the three primary FAA Criteria of Safety, Orderliness

and expeditiousress. The fact that NTSD received lowest marks on these
subjective evaluations, on the verbal measures (subjective and objective)
and on many of the objective measures is z very strong finding.

Pilots felt the total workload to be essentially the same regardless
of the condition (V, NV) or the type of flight made within the NV
condition. Controllers quite clearly ranked the vectcring condition
as having a higher (worst) verbal and total workload whether assessed
after each run or in retrospect at the end of the experiment. Pilots
and controllers also clearly assessed the vectoring condition as
requiring a higher verbal workload.

B. Conclusions from Subjective Measures

A fairly consistent theme is that even though pilots preferred
the nonvectoring condition to vectoring on the whole, they least liked
being vectored in an environment where others were flying VFR. Pilots
quite consistently preferred flying VFR (even in the mixed condition)
to being vectored. Controllers, acknowledged that the nonvectoring
condition as a whole had a lower workload and did not necessarily
express any large difference between the two conditions on the
three primary FAA criteria, However, in an encompassing evaluation,
controllers preferred to operate in the wholly vectoring environment.

The above remarks are quite in keeping with a previous experiment
particularly as to pilot-controller system preferences. Pilots want
to fly VFR after a sequence order is established and controllers want
a strong ground centralized system regardless of the workload decrease
possible in a distributed management mode of control.

CONCLUSIONS

The conclusions offered are based on the objective, verbal and
subjective analyses presented aboved. In considering the reality
of an environment in which some A/C have TSD while others don't, it
should be remembered that this situation was predicated on two possi-
bilities, the first could be the failure of an onboard TSD in a homogeneous
TSD environment while the second follows the simple realization that
such a mixed environment could be quite natural based on the cost of
TSD equipment.

Tae analyses support the primary conclusion that the mixed environment
simulated can be managed effectively on a distributed management basis
in which those A/C with TSD are given initial sequence orderings and
then fly "VFR" while the I/C without TSD are vectored and speed controlled.
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Since this mixed condition as a whole produced results at least as
good as the all vectoring one (and in many cases better) it does not
appear that a TSD failure on the insertion of nonTSD equipped A/C
into TSD traffic has any real disruptive effect. (Of course neither
one of these possibilities is necessarily advocated.)

The TSD equipped A/C operating under distributed management
(controllers issue sequence, pilots fly "VFR") achieved generally
better results than when they were vectored. For example, verbal
communication worklnad was considerably lower, intercrossing spacing
was closer to the desired valve with less variability, etc., and this
mode of control had clear pilot acceptance.

However, the nonTSD equipped A/C in the mixed environment required
more verbal communication than in an all-vector environment, generally
acnieved lowest performance scores and was least well accepted by pilots
even though from the pilots' point of view he was vectored as in the
all-vector condition. This may indicate a lack of assurance by
the pilot on being IFR in a VFR-IFR environment without knowledge
of where other traffic is. From the controller's viewpoint, the
increased verbal communication to the nonTSD A/C in the mixed environment
may reflect some increased difficulty in vectoring an A/C among others
flying VFR,

In the context of the present experiment, spatially segregating
the TSD from the nonTSD A/C and using distributed management for TSD
and vectoring for nonTSD should form the basis for a considerably
better overall system than either a mixed or all-vector one.

The generally better results with distributed management for TSD

in comparison to vectoring is fully in keeping with previous experiments
at Ames Research Center.
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INVESTIGATING THE USE OF A MOVING MAP DISPLAY AND A
HORIZONTAL SITUATION INDICATOR IN SIMULATED
POWERED-LIFT SHORT-HAUL OPERATIONS®

By Warren F. Clement

Systems Technology, Inc., Hawthorne, California

SUMMARY

The purpose of this research-ineprogress iz to invest gate the us. which
pilots make of a moving map display from enroute through the terminal area and
including the approach and go-around flight phases., Various features of each
of the primary STOLAND! dispiays, the electronic moving map Mul“ifunction Dis-
play (MFD), Horizontal Situation Indicator (HSI), and Electronic Attitude
Director Indicator (EADI), are used in the three phases of flight mentioned
above when the STOLAND system is operated in each of three ways: a) flown in
the fully automatic mode with the pilot(s) in a monitoring role; b) flown
manually using flight director guidance to reduce workload and task require-
ments in an acceptable level; or c¢) flown manually using raw instrument situa-
tion data., Eye-point-of-regard and workload measurements, coupled with task
performence measurements, pilot opinion ratings, and pilot comments are pre-
sented. The experimental program wuc designed to determine the pilots' use of
the MFD in conjunction with the other displays. The measurements, ratings,
and comments provide an indication of the utility of the MFD as a supplement
to the HSI for improving flight safety in following curved courses and holding
patterns.

INTRODUCT ION

This research is designed to provide for a systematic comparison of an
electronic Multifunction Display (MFD) and an electromechanical Horizontal
Situation Indicator (HSI) in conjunction with other iastruments (EASI, alti-
meter, airspeed indicator, etc.) in the NASA/Ames Research Center STOLAND digi-
tal avionics system for guidance and control of powered-lift short-haul air-
craft. This research forms one part of the joint DOT/NASA STOL Operating
Systems Experiments Program.

“This paper is based on work done for the Alrcraft Guidance and Navigation
Brarch, Flight Systems Research Division, Ames Research Center, under Contrect

NAS2-8973.

'A versatile digital navigation, guidance, and control system developed by
Ames Research Center for conducting experimencs with advanced STOL aircraft.
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The objective of the joint DOT/NASA JTOL Oparating Jystem. _.p rin to Pro-
gram i: to provide data to aid the dooign of torminal arew gildaces, navigotilon
and control systems and the definition of op:rational procedure: tor po. r-d-
1ift and light wing loading short-haul aircraft under IvR. A~ o firct ctep in
this program experimental digital antomatic and flight lirector miidunc.: and
control systems have been developed for the ITASA Augmontor Wing powered-1i:i
short-haul aircraft by Operry Flight 3ystems (under IASA contract).  This
system, called SIOLAND, is based on the application of current CTOL .y tom
techniques and displays to the experimental short-haul aireraft (Ref. 1),

Two of the primary displays used in the syctem  are an Electronic Attitude
Director Indicator (EADI) and 2 standard Horizontal Sitnaticr Inlicazcr (HII).
In addition, this digital system has a computer driven, cnthod~ ray di.play
called the Multifunction Displuy, or MFD, which disploy. the aircraft position
and predicted motion on a moving map of the area, Al.o di.played arr other
status data including heading, altitude, raw navaid data and refercnce flight
paths. Annotated illustrations of each of the primary dicplays are shown in
Figs. 1-3, and a view of the pilot's instrument panel in the 3TOLAND simulator
used for this investigation is shown in Fig. L.

This paper presents a preliminary review of some of the compas e measure-
ments and pilot opinions from a flight simulation in February and March 197C.
The exporimental program for comparing the MFD and HSI within the context of
the whole cockpit will be summarized first. Then, after presenting some of *the
key results, we chall recapitulate cur ter’ative findings in the concluding
section of this paper,

EXPERIMENTAL PROGRAM

The experimental investigation was conducted on the NASA/Ame: fixed-bace
STOLAND simulation facility. This facility includes: a) a fully instrumented
cockpit; b) a six-degree-of-freedom C~-8A Augmentor Wing Jet STOL Research
A% rcraft /environment /navigation simulation program implemented on an EAI 8400
digita' computer; and c) a complete STOIAND digital avionics system,

If the display content has been sulted to the task, the display format and
symbology will vsually be crucial only if the pilot is at a saturated level of
workload in a realistic flight simulation or in actual flight. Consequently,
we attempted to emphasize the realistic air route navigation, guidance and
contrcl environment for short-haul aircraft in preparing the experimental
design summarized in Table 1. Three classes of independent varisbles are
shown in the table, The level of pillot involverient in guidance and control
tasks is divided between two independent classes, one of which we have called
"technique," i,e., elther manual or automatic, and the other of which we have
called ".he level of display,” i.e., either situation aw date oniy) or flight
director and situation on the EADI with the HSI and MFD the cbvious independent
display variables for comparison.

The flight phases of interest in this experiment werc fourfold: a) enroute
within 56 km (30 nm) of Crows Landing, ALF, Colusa County, California; b) the
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TABLE 1.

SUMMARY OF EXPERIMENTAL DESIGN

e v

LEVEL OF DISPLAY

Dependent Varia* es (i.e., Measurements

*xsce

1

'EFR

a., Fligkt plan performance errors:

¢. Eye-voint-of-regard in azimuth and elevation

Measurement of eye-point-of-regard

Measurement of excess control capacity with
cross-coupled secondary control task

PO~ NAVIGATION AND STTUATION FLIGHT DIRECTOR AND
Ty CONTROL (RAW DATA) SITUATION ON EADI
TR~ WORKLOAD
N QUL . BOTH HSI
HSI MFD HSI MFD AND MFD
. Jxscc”
Tracking a STAR Highest V/ \/ v/ v/
sequence Workload | Xxscc* EFPR'
I .
Manual Selgct dlf?erent
radio navaids en-

) route for STOLAND v/ V/ V/ v/ \/
and maintain geo=- EPR?
graphic crientation

Auto- . Tracking a STAR Lowest
matic [sequence Workload
10 cells X 2 replications X 5 pilots = 100 runs

® Airspeed error with respect to commanded flight profile
® lLateral distance error with respect to commanded course

® Altitude or glide slope displacement error

@ Elapsed time between waypoints in flight plan

b, Other aircrafv motion and control variables (e.g., pitch and roll
attitudes, pitch and roll rates, heading, turn rate, airspeed, iner-
tial veloc..y, angles of attack and sideslip, course and path angles
[or grou.d and vertical velocities], translational accelerationsi

d. § bjective display ratings (e.g., controllability-and-precision,

status utility, clutter, attentional demand)

2, Excess control capacity

f. Caution advisory response latency (from a light-cancelling task
designed to measure the pilot's simple reaction time)
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terminal area itself; c) the landing approach; and d) the go-around involving

a holding pattern after a micsed approach. We included the four flight phases
within a class of independent variables remresenting the level of pilot involve-
ment in air navigation tasks, i.e., whether the pilot is just following a stan-
dard terminal arrival route (STAR) assigned initially by a controller or whether
the pilot 1s additionally involved in reselecting radio navaids enroute for
STOLAND, both du:ing arrival and after executing a missed approach.

While using the automatic mode of STOLAND during initial training sessions,
we discovered that automatic operation is so devoid of pilot workload that a
critical comparison of the HSI and MFD cannot be made, because the pilot is not
even saturated with monitoring tasks. Therefore, we refocused the experimental
design on only the manual piloting technique and deferred investigation of the
automatic technique.

We have indicated in Table 1 the cells in the experimental design which
were most relevant by check marks. We have also indicated the cells which
involved the highest and lowest workloads and the two cells which were most
amenable to eye-point-of-regard comparison,

Pilot workload is high to begin with when flying the C-8A Augmentor Wing
manually with combinations of powered and aerodynamic 1ift, Since the several
STAR's involved holding patterns and curved paths as well as straight segments,
reliance on the HSI (and EADI) without the MFD placed the highest wcrkload
demand on the pilot, because he had to keep track of his position mentally with
the aid of his enroute and terminal area charts as he progressed along the
assigned STAR, reselected radio navaids, and executed missed approaches, go=-
arounds and holding patterns.

Since the pilot will scan to and fixate on instruments which display redun-
dant information, there is a danger in presenting both the HSI and MFD when the
pilot is required to fly with only raw situation data. Having both horizontal
displays may actually increase his scanning workload unnaturally when he is
already saturated or oversaturated. Therefore, we covered the horizontal dis-
play which was not being avaluated in eight cells of Table 1, because the pilot
will scan to insTruments which display no information or which are temporarily
inactive, if given the opportunity. However, both the HSI and MFD were uncov-
ered and presented to the pilot simultaneously in the two cells in the extreme
right column of Table 1 when the pilot was using the flight director and situa-
tion on the EADI to fly manually., We expected that any outstanding bias in
the partitioning of the eye-point-of-regard distribution between the HSI and
MFD might afford a measure of pilot preference for or confidence in monitoring
the horizontal situation,

The displacement "window" on the EADI was deleted when runs were made to
test the HSI alone, since the HSI presents lateral and vertical deviation any-
way, The displacement scaling of one "half-window" on the EADI was consistent
with the displacement scaling of one dot on the HSI, viz., 381 m (1250 ft)
laterally and 30.48 m (100 ft) vertically.

In this connection, we should emphasize that the content of the MFD and
HSI are not strictly equivalent, because no waypoint numbers appear on the HSI
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and no heading scale appcar:s on the MFD, if the pilot electc the norti-up
orientation. Furthermore, the format of the altitude presentation on the MFD
1s purely numerical, and is more unsuitable for tracking than even the counter-
pointer altimeter, let alone the vertical deviation indicator (VDI) on the HSI.
However, it is as unconventional for the pilots to uce the VDI anywhere except
on the glide slope as it is to use the displacement "window" on the EADI.
Therefore, we may, insofar as the tracking control aspects of this experiment
are concerned, be comparing the EADI (supported by the MFD) with the HSI (sup-
ported by the EADI without displacement information). Notwithstanding, inso-
far as the geographic orientation aspects of the experiment are concerned, we
are comparing the HS1 |supported by an area navigation (RNAV) chart and approach
plate] with the MFD, which presents a horizontal moving map of the same RNAV
and aporoach chart.

Heading was provided on the EADI's programmable display during the experi-
ment. We recommended to each pilot that the MFD be used in the course~ or
heading-up orientation for consistency with the HSTI and because the heading
tape on the MFD appears only when the course- or heading-up orientation is
selected. However, the RMI was always available to present a compass rose when
the HST was covered in the event that a pilot elected to keep the MFD north-up
because he experienced disorientation with the revolving map display in turns,
The choice of map scale on the MFD was left to the pilot; however, he was
instructed that the STAR waypoint numbers would appear only if the 1.5 or
0.5 mn/in, scales were selected.

A steady wind speed cf 20 kt from the east or west as required by the
flight plan to produce a prevailing tailwind enroute was used throughout the
experiment to increase workload, and the wind velocity dispersion was between
3 and 4 ft/sec,

Also listed in Table 1 is the minimum number of 100 runs required for two
replications of 10 cells counterbalanced for order effects with 5 pilots.
(Over 160 runs were made,) Pilots 1 and 6 are research pilots; Pilots 3 and &
are commercial airline pilots; Pilot 5 is a general aviation instrument instruc-
tor and engineering pilot; and Pilot 2 remained on reserve for this experiment
and did not have to participate,

Below the table of independent variables and cells there appears a list sum-
marizing the dependent variables, that is, the measurements which we made., All
measurements are self-evident except perhaps "excess control capacity" which is
proportional to the value of the spiral divergence required to load the pilot
to the point of saturation with control tasks while satisfying primary task per-
formance with respect to a nomm or error criterion. Excess control capacity is
measured by increasing the spiral divergence until a stationary value is reached
by the cross-coupled adaptive regulator of the divergence in balance with the
performance error criterion., The regulated average or stationary value of the ?
spiral divergence may be normalized by its critical limit of controllability ‘
for each pilot to form a fraction which represents his excess control capacity
with respect to the primary task (Ref. 2). To the pilot flying the aircraft
the increased spiral divergence seems like a malfunction in lateral stability -
augmentation, so the measurement can be made while the flight simulation retains
high face validity.

S e p
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Four simple pilot rating scales for use in research on and evaluation of
manual control displays were derived and used in the pilot experiments reported
in Ref, 3 and were well-suited to the present investigation. The scales chown
later in Table € are of interval-scale quality and will permit averaging and
other standard parametric statistical analyses. The use of four trait cate-
gories (task controllability and precision, status utility, clutter, and atten-
tional demand) helped to separate subjectiv: identification c¢f these often con-
founded effects. Rating forms for the HSI and MFD were filled out by each
pilot in the cockpit at the conclusion of a simulated flight.

RESULTS OF THE EXPERIMENT

Although we shali continue to label the displays being compared as "HSI"
and "MFD" for conciseness in presenting the results where one or the other
horizontal display was uncovered, the reader should clearly understand that
"HSI" means “HSI, EADI (without the displacement window) and other instruments"
and that "MFD" means "EADI, MFD and other instruments," By design, the HSI and
MFD are being compared within the context of the whole STOLAND display and con-
trol arrangement in the simulator cockpit.

We shall now turn to present the several forms of comparative results of
the experiment under the following subordinate topical headings:

~ Blunders = BExcess monitoring capacity

—~ Tracking errors -~ Pilot opinion ratings

-~ BExcess control capacity = Eye-point-of-regard
Blunders

About 160 simulated flights, each lasting from 10 to 25 minutes in time,
were conducted among four standard terminal arrival routes (STAR's). The most
dramatic results are the 20 "blunders" partitioned in Tables 2 and 3, Table 2
partitions the 9 blunders which occurred in the first phase of the experiment
in February while the pilots were primarily tracking STAR's as reference flight
paths, Table 3 partitions the remaining 11 blunders which occurred during ter-
minal area and enroute flight with emphasis on geographic orientation (as well
as tracking) in the second phase of the experiment in March involving missed
approaches, go-arounds and holding patterns with three different radio navaids,
The types of blunders identified include loss of geographic orientation, loss of
altitude awareness, and loss of roll attitude control as well as several others,

Five blunders involved the HSI and 4 the MFD, while tracking reference
flight paths exclusively (Table 2), However, 8 blunders involved the HSI, 2 the
MFD, and 1 both displays, during terminal area and enroute flight with emphasis
on geographic orientation (Table 3). The flight director was (or should have
been) in use during 11 of the 20 runs wherein blund2rs occurred. Since 7 of
these 11 blunders were also associated with the HSI :n Table 3, the combina-
tion of using the HSI for orientation with the flight director for tracking
while selecting different radio navailds for guidance seemed to conspire to pro-
duce the most blunders, There were no blunders involving the MFD and flight
director in Table 3 and only three in Table 2, Therefore, we would conclude
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DISTRIBUTION OF BLUNDERS WHILE TRACKING REFERENCE FLIGHT PATHS

RAW DATA FLIGHT DIRECTCR
BLUNDEKS
HSI MFD HSI MFD
Loss of geographic orientation 2 None None None
Loss of altitude awareness 1 None None 1
Loss of roll attitude control 1 1 None 2
Other crashes 1 None None None
GpIP®
&Glide path intercept point
TABLE 3

DISTRIBUTIONS COF BLUNDERS L[URING TERMINAL AREA AND ENROUTE FLIGHT
WITH EMPHASIS ON GEOGRAPHIC ORIENTATION

RAW DATA o b | BOTH ST
BLUNDERS AND MFD
HST MFD HSI WITH FD
Loss of geographic orientation None None 3 None
) 2
Loss of altitude awareness None (Crash and 1 None
missed
capture)
loss of roll attitude control None None 2 1
"Copilot error" None None 1 None
Experimenter's error 1 None None None

bThere were none with MFD and Flight Director,
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on the basis of the blunder distribution alone trom the simuwlation that the
MFD seems to offer a worthwhile improvement in safety, since 13 of 20 blunders
involved runs wherein the MFD was not available to the pilot

Tracking Errors

The least dramatic results are to be found among the flight plan tracking
errors in three dimensions (lateral and vertical displacement and airspeed) and
the related variations in aircraft motions. As one would expect, the flight
director provided for more precise tracking of the ascigned altitude and the
glide slope than otherwise, However, therc was no concistent evidence of dif-
ferences between tracking errors with the HSI versus the MFD even with only raw
data. Yet, as we mentioned in beginning the discussion of results, the "MFD"
implies the use of the integrated EADI as the tracking display, and occasionally
better altitude-keeping performance appeared with the "MFD" than with the "HSI.™

Excess Control Capacity

The measurement of excess control capacity was provided by the average
cross-coupled adaptive spiral divergence in selected runs with either the HSI
or the MFD. The null hypothesis of equality between mean values of excess cone
trol capacity within comparable pairs of waypoint groups with either display
arrangement was tested for significant differences. The results of these tests
are listed in Table L by pilot and flight plan. The column heading "neither"

TABLE L

NUMBER OF CQMPARABLE PAIRS OF WAYPOINT GAROUPS FOR WHICH ONE OR
THE OTHER DISPIAY ARRANGEMENT EXHIBITED SIGNIFICANTLY GREATER
AVERAGE EXCESS CONTROL CAPACITY AT THE 9,05 LEVEL®

PILOT FLIGHT PLAN HSI/EADI NEITHER EADI /MFD
1 2 1 L 1
3 2 3 i 1
3 3 1 1 L
4 2 5 1 6
5 2 il 2 X
Totals 1 1" 16

8The null hypothesis is ™"neither." The probability of rejecting
the null hypothesis when it is true is 0.05. Behrens', Scheffe's,
and Tukey's tests produced consistent results,
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identifies the number of comparable pairs of waypoint groups for which the null
hypothesis was accepted. The probability of rejecting the null hypothesis when
it is true is 0,05, Behrens', Scheffe's, and Tukey's tests produced consistent
results under the ergodic hypothesis, because the number of samples availeble
within each waypoint group was on the order of several hundred or more.

The column headings "HSI" or "MFD" identify the numbers of comparable pairs
of waypoint groups for which the null hypothesis was rejected, 1.e., for which
one or the other display arrangement exhibited significantly greater average
excess control capar’"r at the 0.05 level, The totals show that the null hypo-
thesis was rejected . £ 27 of 38 pairs at the 0,05 level, Of these 27 pairs,
the "MFD" exhibited greater average excess control capacity for 16, and the
"HSI" greater for 11 pairs. 1In the individual case of Pilot 3 tracking Flight
Plan 2 involving only a curved approach, the partition is in favor of the "HSI,"
& result which was consistent with that pilot's own appraisal of that flight
plan. However, the partition for Pilot 3 with Flight Plan 3, involving a missed
approach and holding pattern is in favor of the MFD,

Excess Monitoring Capacity

.ne measurement of excess monitoring capacity was inversely proportional to
the average cautlon advisory response time. The null hypothesis of equality
between mean response times within comparable pairs of runs with either display
aerrangement was tested for significant differences after a correction for the
skewness of the response time distribution was made, The results of thase
tests are listed in Table 5 by pilot. The column heading "neither" identifies

TABLE 5

NUMBER OF COMPARABLE PAIRS OF RUNS FOR WHICH ONE CR THE OTHER
DISPLAY ARRANGEMENT EXHIBITED SIGNIFICANTLY GREATER AVERAGE
EXCESS MONTTORING CAPACITY AT THE 0,05 LEVEL®

PILOT HSI/EADI NEITHER EADI/MFD
1 1 L 1
3 0 T 2
L 0 9 2
5 1 L )
6 2 A L
Totals 3 ) 10

8The null hypothesis is "neither." The probability of
rejecting the null hypothesis when it is true is 0,05,

Behrens', Scheffe's, and Tukey's tests produced consis-
tent results,
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the number of comparable pairs of runs for which the null hypothesis was
accepted., The probability of rejecting the null hypothesis when it is true is
0.05. Again Behrens', Scheffe's, and Tukey's tects produced consistent recults,
because there were usually at least eleven samples in the ensemble for each run.
The column headings "HSI" or "MFD" identify the numbers of comparable pairs of
runs for which the null hypothesis was rejected, i.e.,, for which one or the
other display arrangement exhibited significantly greater average excess moni-
toring capacity at the 0,05 level. The totals show that the null hypothesis
was rejected for 13 of 38 pairs at the 0.05 level. Of these 13 pairs, the

"MFD" exhibited greater average excess control capacity for 10, and the "HSI"
greater for 3 pairs.

Pllot Opinion Ratings

Tables 6a and 6b present summaries of the subjective opinion ratings of
the HSI and MFD by each of Pilots 1, 3, 4, and 6 during the second phase of the
experiment in March emphasizing geographic orientation as well as tracking. A
comparison of Tables fa and 6b shows a slightly less favorable central tendency
in the ratings of the task controllability and precision when using the HSI,
whereas the ratings are more uniformly distributed over four descriptive phrases
when using the MFD. Ratings of task controllability and precision with the
flight director in use are uniformly distributed over four descriptive phrases
when using either the HSI or MFD. Comparison of the ratings for utility of
status information between the HSI and MFD shows more favorable ratings for the
MFD and a markedly unfavorably skewed distribution of ratings for the H3I which
e.hibits a mode beside the descriptive phrases: (Sb) "inadequate number of
states....”" Comparison of the ratings for clutter shows few differences in the
tendency of both groups of ratings to centralize beside the descriptive phrase:
(K3) "some clutter," Only one rating of the MFD wis more unfavorable than K3,
Comparison of the ratings for display attentional workload shows a more favore
able central tendency beside the descriptive phrase: (D3) "mildly demanding"
for the MFD, whereas the distribution of ratings for the HSI is unfavorably
skewed with a mode beside the dcceriptive phrase: (Db) "quite demanding.™

During the tracking of reference flight paths in the first phase of the
experiment in February, slightly different central tendencies in some of the
ratings by Pilots 3, L, and 5 were observed. For example, the rat._ngs for
utility of status information on tne HSI were bimodally distributed between
(S2) "many of desired states presented" and (SL) "inadequate number of states,"
The rationale was apparent from the accompanying commentary, viz., that the HSI
is quite adequate for tracking rectilinear courses whether inclined or not,
whereas the HSI is deficient for tracking curved courses in the presence of
wind, Ratings of the utility of status information on the MFD were skewed
favorab.y with a mode beside S2, A few more "quite cluttered” (Ki) ratings
of the MFD were received, although the central tendency on both HSI and MFD
remained beside K3. Ratings of attentional workload while tracking with
either HSI or MFD were centered on (Sh) "quite demanding," although relatively
more (D5) "completely demanding" ratings of the HSI were given.

214



[ .

e s e o

‘UOFIVNITE PUY 20PN WL = P

‘oyp Any = @

\Jv\.\ a urpuwwp L1oyo1dmop
[ wa Bupputsy 93D
r
4 114 Futpuswap K(PTIN
[l =2a Fjpumopun Agreo) .Lumu.w”o..o
a PIAXVTisd | ~udYI8 407394
' puv Furnuwepim L193:1dwa) *yy vo spUves]
UTIVY | ATV FATEITHOSST VIM3ITED
QVOTNUOA TYROIMILLY AVIJSIO HOd TTIVOS DMIIVY
Ut Fugqadno
o 27 Inp sayIfIvend Jo gjusm
* ~2T0 PUdfIT T3 s O (QEuIcdug
A1avot = pagazint Ar-3s7dwo)
JE
c203112kod Buoww 133y
i =13 prsap o 4uuay daay
0% ATWOTIIIL == PV i3nTY D
D i at—— ]
. VOT L2, 3e fof 203wl et
\\.\.\\p\'\p\,\ = =afe AT I — 2333003 wor
arm ?d-ﬂu
£3L Ao Bationry [p Jo Pt ong poryraad-
I % U0 OU —= PLILITNTIUN L] . 0, tuo Ia3Intd
PUROS I IV
. 3T 30 agrd Ouo ATUO | -(oqwis 2AT429f
t4 ‘r8'a == paaajnTaun Aro3orduo) -qn+ jo asaa%ag
QI IV JEVlld LATRIIEOC VIGALI RO

KILUTID ¥Od STVOS el IV

woirjaard aywg INg ‘peonaon ¥y

@D G2k 20 LIS P WITA STAETTOAIND

@Y w

glnu
®

Lmo

~oad 2393 IR ‘ToI Vw00 03 Ay

(<) L4 L e CYET S 7]
sTaeTIoajwo> ArTeuidawd ot
votpsoaad
nenbopws; fita ‘sTReTTOSIN0)
wysyd o1

»o}
woysjaoad
1 pood QIza ‘Toajuwoo 0y Lswe Liay
AT | WFEVTIONN0D
DKIIVE ISV A1LOWEN
ORI
MISIEGE TV ALITISVIIONIEDD V3 WOd FIVOS UKIIve
% STAeEm *Kyages orITHM
20 WOTITAIOIUE FRIVT D0ITP Of Jo ssucs r,so3us.do
e ‘wjanges wrey
VTR 20 ‘uogyntosaa | ‘orwll worsrye agy 0y
ITHIT| v | *Serrece uy sopouoporsop wroraon | soedsss wara toorn,
20 ‘sigwys JO Joquew ywnbopuwy
KL3tTiqvpeaa 20 ‘vopantoses ‘gt *32 ‘20220 qywl
I “»37 QA worTqoad Jwoe Jo/pue ‘aprytare Muppeay
‘portasaad toy3wrs pasgesp swos | ‘peads ‘oprigae  iww
wma ‘coruyr 20naR
£31TIarPeos 20 ‘uopIntoeca ‘INTY il PILy trea
\.\\. 28 W8 UT SAIIIITIW A0S ¥ MTA | ~Tas oy Arrwioades
‘priucsind re3wys paagcop Jo Luw - EEwiE ATIFWM
a3 wo ‘yyea Lepd
KNI [ =19 popagsals ay we
is SWPUIl PUS UOEINTORIS wnbopw | ‘pojrdine wopIvmMeIwT
WItA porjudsaad saywys peaguop TTY W) JO JSTINTRISEN
oIV ISV BAT LI ROENA VIR

KOTIWAMOIIE SNIVAS 4O AN W8 FIVOS DNIIW

SITVIE UNIIVE NOINILO 10114

NOIIVINATHO OIHAVHD0ED ONIZISVHIWA INIWIHEIXHT JO dSVHA
aNODES DNI¥NA 9 ‘4 ‘¢ ‘1L SIOTid 40 HOVE X8 ISH JO SONIIVH € 40 XMVINS

®g VL

215




‘UOTINNITE PUY IOV N = @

‘mwaw = @

\.% « Puiprwep AT Tdwd
' « Fputep 03T
\\\\.\.\\, od Futpurwep ATPTIN
! 2c Durpuoavpun A13. s ~10jJe 10
1. T
POXETIL | SUNE .“.oadﬂﬁ
1q
v Zappuns pum L3105 cdan) MY VO rpUYM]
% Ivd ASVHKd IATIAIHOSE VILILIND
YOTNEOM TYRCTIRSIIV AVISIQ O TTVOS ONIIVN
$3UATI Juyiidacd
x 03 InP 32533werb Jo zuwm
=319 PaLfuap 1T¥3 s orqissodwg
| A139 M1 e [ amang s K709 Tdw0)
Lao473odwos. duowu 0379
\ i ~3umb pod3sop Jo yeudy doag
04 ITMIRIITP =— P AIIINTI 1Ny
V0T . 2% day @y, odavs g
\.\.\,\\,\r\.\.\. ] - T TdI3INd == 233N AT
- Aqun »_.Aﬁuw.v
. FRSAMLT SR TR S E1 SN SRS TS 3 4.V 4 RSN &
\\. i .3 @i = Dudv I Doul K130 w0 4935070
PunnaBYSu]
cjudeR s 30 A3wd Suo ATiuo | =Toguis aar30af
X €305 = praosanToun £ o4 pdmwo) | -gne jo asalig
UTIVE N ICRLNT ASSTADCET VINILZHD

WILILTIO ¥Od TTVOS I IV

worstoand ATW I ‘peOTHA. ¢ GITY

SDO 20k 20 LTAOLITP WITA ATATTTNIIN0D

sag]

Qi“au
*

“

<] FTQYT(OIIVONN oo
L D) STQVTTO-u0d ATTearBaw o
s frgacad
avabapwu; ITA ' SIRETTOIIUGD
H 23 wysd sal
‘ coad aywp WITA ‘jus’wo oy Lsvy
sa)
woysjaoad
(& poo2 MmzA ‘Toazund 09 Lswo Ly
LI XN | TIVT NN
oIve ITVEM TAIIETOCHT

MOISIORG] QMY ZITIIEVIIONINOD XSV S FIVOS ORIZve

Irqucm
20 WOTIVMIOZNE CRINRS PIIATP off

A31TIaWeaL 20 ‘wopntosad
ISUPTNI. U CITNITITIP INOYAVT
20 ‘savas JO aaquiw Nenbopeul

wreret

£31T5QWUN 20 ‘wotantozas ‘Supg
~ud; §Ifr swarqoad Twoe 20/
‘paju -s-ad SIYWIT PITEOP Swg

et

28

L33TIACPEN 20 ‘uogIntosaa ‘INTT
+TOR U FIPIMITOLIOP AOJ ® YA
‘pajudsdad cayms pouajzap Jo Avu

Ak
~wpeal FUw wOFINTOsda 337 ~hope
YIIA pauosaad cageas Lo ti R

*Ryagur MTIA

Jo szusr 3,30caxdo
P ‘wia11a2 ey
‘oswpl wotieTe Wy o)
Pdsca gagA TR,

330 *aoaar vid
CPRITIIN JTE N
‘poods ‘opmpane iw
nonw fooqegs Ao
wuld NETLs Ty
3T w3y Lxte, o &z
-— gn3eys AIIINA
) wo ‘yyen Lwrd
=sTp PoiIjaals oy wo
‘pojrddas wojywsageg
*x Jo gaveannyory

ORI IV

ISV GATILINOSIA

e

MOIIMEIOLET SNIVIC 40 AIIIN W FTVOC ONIIWE

EATVIS UKIIVE NOINIJO 20171d

NOI IVINITIHO OIHAVYDOTD ONIZISVAIRE INIWIHIdXd J0 FSVHI
ANODES DNIHNA 9 ‘4 ‘¢ ‘1 SIOTId J0 HOVT A QAW 40 SONIIVH € J0 XHVIINS

Qg dTTVL

216



—
— el e -

Eye-Point-of-Regard (EFR)

This experiment has resulted in the acquisition of our largest archive of
high quality data to date with the STI Eye-Point-of-Regard System Model EPR-2,
However, it will be possible to review only a small sample of the EPR data
here. The EPR data acquisition was confined to runs wherein both HSI and MFD
(as well as all other active displays and contrcls in the cockplt) were avail-
able to the pilot in accord with the experimental plan in Table 1., The reduced
data to be presented are from the go-around phase of four runs by two pilots,
Figures 5-8 show ZFR dwell fractions, look fractions, and transition link frac-
tions for the pilots using either (a) only raw situation data or (b) the flight
director with situation data during the go-around phase to a holding fix follow-
ing a missed approach.

The dwell fre %ion is merely the relative dwell time-weighted look fraction,
and the look fracticn is simply the relative number of fixations on each instru-
ment or display. The look fraction represents the ensemble probability of fixa-
tion and the dwell fraction, the temporal probability of fixatior.., The bi-
directional link fraction is the relative number of scan transitions in both
directicns between each pair cf instruments or displays. In rere cases, tran-
sitions occurred in only one direction noted by an arrow. The sums of each
type of fraction may not equal exactly unity, because of round-off errors in
the listed values.

Comparison of Figs. 5 and 6 shows that Pilot 3 used the HSI more when the
flight director was off and the MFD more when the flight director was on. This
is exemplified by all three types of fractions, Pilot 3 was consistent in this
dichotomy. There are probably two underlying reasons:

a. When using raw situation data, it may be easier to close the
heading control loop with the more familiar HSI, and

b. When using the flight director on the EADI, it may be easier
to monitor the aircraft's heading and geographic position
simuTtaneously using the moving map display on the MFD.

Direct crosschecks between the HSI and the MFD, although rare, do appear
in one direction from the HSI to the MFD in the results in Figs. 5 and 7 with
only raw data,

Pilot 1 (Figs. 7 and 8) used the HSI hardly at all during the go-around
phase to a holding fix with raw data and not at all during the go-around with
the flight director. The absence of any transitions to the altimeter in Fig. 8
may be because barometric altitude was available on the MFD, although we have
not yet analyzed subsidiary transitions within the face of the MFD.

Pilot 1, a research pilot, was much more familiar with the EADI and MFD
than Pilot 3, a commercial airline pilot. The familiarity and confidence of
Pilot 1 in using the MFD is evident in comparing his eye-point-of-regard dis=-
tribution with that for Pilot 3, in spite of the extensive training time pro-
vided for the commercial pilots who participated in the experiment,
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Although we must conclvde this brief preview of results, we shall, in the
sumary which follows, provide a concise overview of some of the other trends
in the eye-point-of-regurd distributions,

SUMMARY OF RESULTS AND CONCLUDING REMARKS

On the basis of the blunder distribution alone from the simulation, the
MFD seems to offer a worthwhile improvement in safety, since 13 of 20 blunders
among 160 runs involved runs wherein the MFD was not available to the pilot,
Six involved runs with the MFD, but not the HSI, &nd only one involved a run
with both,

The flight director provides for more precise tracking of the assigned
altitude and the glide slope than otherwise, However, there is no concictent
evidence of differences between tracking errors with the HSI versus the MFD
among the five practiced pilots who participated in the simulation, although
there are instances where altitude-keeping was more precise with the MFD when
using only situation data.

The null hypothesis of equality between average excess control capacity
within comparable pairs of flight plan waypoint groups using either the HSI or
the MFD arrangement was tested for significant differences, The results show
that the null hypothesis was rejected for 27 of 38 pairs of camparable waypoint
groups at the 0.05 level, where 0.05 is the probability of rejecting the null
hypothesis when it is true. Of these 27 rejected pairs, the MFD exhibited
greater average excess control capacity for 15, and the HSI greater for 11 pairs,

The null hypothesis of equality between average excess monitoring capacity
within comparable pairs of runs using either the HSI or the MFD arrangement was
tested for significant differences. The results show that the null hypothesis
was rejected for 13 of 38 pairs of comparable runs at the 0.05 level. Of these
13 rejected pairs, the MFD exhibited greater average excess monitoring capacity
for 10, and the HST greater for 3 pairs,

The pilots provided subjective ratings of (a) task controllability and
precision, (b) utility of status informat